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Chapter 1
INTRODUCTION

A notable feature of Chomsky's work on universal grammar (UG),
is certainly the great many changes which this .theory has under-

gone over the years.1)

Binding theory, a fundamental component
of all recent versions of UG proposed by Chomsky, provides an
illustration of this point. Binding theory has been developed
from two conditions proposed in the early seventies, nagﬁly the

Specified Subject Condition and the Tensed S Condition. These
conditions underwent numerous changes until, in 1978, they were
reformulated as the so-called OB-binding theory. Since then, at
least'three different versions of binding theory have been pro-

posed by Chomsky.

The greatest part of the present study consists of a detailed de-
scription of the changes which binding theory has undergone _
through the years, from the earliest formulations of the Specified
Subject Condition and the Tensed S Condition, up to the most re-
cent version of binding theory. Since binding theory constitutes
such a fundamental component of UG, a detailed study of the deve-
lopmental history of binding theory would be justified in its

own right. Such a study could yield valuable insight for lin-
quists - both those who accept Chomsky's assumptions about lan-
guage and linguistic inquiry and those who reject these assump-
tions - into what has happened in Chomsky's linguistics over the

past decade.3)

While a detailed study of the developmental history of a funda-
mental component of Chomsky's linguistic theory could be interes-
ting in its own right, such a study would derive its real signi-
ficance from the insight it could yield into the nature of ratio-
nality in Chomsky's linguistics. And the central aim of the pre-
sent study is to acquire such insight into the nature of
Chomsky's rationality. 1In § 7.2 below an account will be pre-

sented/ . . .



Stellenbosch Papers in Linguistics, Vol. 14, 1985, 01-605 doi: 10.5774/14-0-98

-2-

sented of what constitutes rationality in Chomsky's linguistics,
an account which is based on the developmental history of binding
theory. In essence, this account has the following components:

i) A specification of what constitutes the goal of Chomsky's
linguistic theory. ’

i1} A specification of the principles of theory appralsal em-
ployed by Chomsky.

iii) A specification of how the latter principles are used to

attain the former goal. ,

It will subsequently be determined whether each of the changes
Chomsky made to binding theory can be explained in terms of his.
goal and principles of theory appraisal. Before this notion of
'explanation' can be clarified, it is first necessary éo consider
what changing from one theory to another involves. Let the de-~
velopmental history of binding theory be reépresented as a chrono-
logically ordered series T1, T2, e e ey Tn' with T1 the first
version of the Specified Subject Condition and the Tensed S Con-
dition, and Tn the most recent version of binding theory. Alter-
natively, T, can be interpreted as that version of UG which in-
corporates the first version of the relevant conditions, T2 the
version of UG which incorporates the second version ofithe condi-
tions, and so on, and where T, and Tx+1 differ only infthat they
incorporate different versions of binding theory. The term "theo-
ry change", as used in this study, denotes the replacement of any
version Tx in a series such as the one defined above by a modified
version Tx+1' Obviously, each case where Tx is replaced by Tx+1
can be seen as an instance where Tx is chosen in preference to
Tye1® In the remaining part of this discussion the terms "theo-
ry change" and "theory choice" will be used interchangeably to
refer to a transition from 'I‘x to Tx+1’ depending on the context

of the discussion.

To explain/ . . .
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<+l " Tx - Tx+1 for short -

that occurred during the developmental history of binding theory,

- To explain a transition from T, to T

is to show that, given Chomsky's goal and his principles of theo-
ry appraisal, replacing Tx by Tx+1 was the best thiné Choﬁsky
could do. Or, to put it differently, given Chomsky's goal and
principles of theory appraisal, and given the choice between
‘Tx and Tx+1, Tx+1 was the better alternative. Insofar as such
explanations can be provided for the various transitions that
occurred during the developmental history of binding theory,
these transitions can be said to instantiate the rationality of

Chomsky's linguistics - or Chomsky's rationality, for short.

The precise content that will be assigned in this study to the
notions 'rational' and 'rationality' will be outlined in § 2.2
below. However, in order to prevent any misunderstanding, it is
necessary to note that the word “rational" is used here in the
sense in which it is antonymous to "irrational”, and not in the
It is well-

sense in which it is antonymous to “empiricist".
known that Chomsky is a rationalist in the second sense of “ra-
tibnal“,identified above. Chomsky's rationalism in this second
sense will be dealt with below only insofar as it directly bears
on his rationaltty, in the first sense of "rational” identified »

above.

An investigation into Chomsky's rationality is of interest with-
in two different contexts: a narrower linguistic context, and a
wider metascientific context. Within the narrower linguistic
context, an explication of what constitutes rationality in Chom-
sky's linguistics should make it clearer what it means to work
within this linguistic framework. The potential usefulness of
the present study is enhanced by the fact that it will present
analyses of a great variety of factors relevant to theory choice
"in Chomsky's linguistics, These factors will be incorporated in
the account of Chomsky's rationality. 1In addition to the more
conventional factors such as increased explanatory and predictive

success, close attention will also be paid to the use of ad hoe

devices/ . . .
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devices by Chomsky to protect his thecries from potential nega-
tive evidence, his strategy of putting aside potential negative
evidence which threatens his theories, and the important role
which certain conceptual properties of linguistic theories play
in the appraisal of these theories. An attempt will be made in
§ 7.2 to show that these apparently unconventional aspects of
Chomsky's method do indeed fit in with his overall rationality.

That thefe-is a need for such a clarification of Chomsky's ra-
tionélity cannot be denied. It is well-known that there is a
great deal of disagreement among linguists about the merit of
almost every nontrivial hypothesis about the structure of lan-
Of particular interest is the disagreement that exists

guage.
about components of UG which Chomsky values very highly. Bin-
ding theory and trace theory are two such components. ‘ There

are indications that some disputes about the merit of such com-
ponents of UG involve, amongst other things, disagreement abhout
the appropriate criteria for theory appraisal. For ins;ance,
Chomsky and Lasink's (1978:272) rejection of Postal and Pullum's
(1978) criticism that one of the hypotheses of trace theory is

ad hoe indicates a disagreement about the conditions under which
ad hoc-ness seriously undermines a theory. Many controversies
about the merits of components of UG in part spring from different
‘views on the importance that should be attached to counterevidence.
The analyses presented below will show that this is the' case for
the disagreement between Chomsky, on the one hand, and linguists
such as Postal, Pullum, and Brame, on the other hand, about the
merit of binding theory. An inquiry into Chomsky'§ rationality
derives part of its interest from the possibility that it might
help linguists to understand the issues involved in such recent.
disputes about the merit of linguistic theory.

There is.a possible objection to the proposed inquiry into
Chomsky's rationality. It could be argued that this study
has only a very limited contribution to make since the nature

of Chomsky's rationality is understood sufficiently well. The

proponent/. .-.
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proponent of such a view could present two considerations in
support of this view. First, he could claim that in his recent
works Chomsky devotes a great deal of space to explicate his
views on scientific ratioﬁality and the best method of inquiry
to be adopted by linguists.ﬁ) Second, he could claim that there
are already many methodological studies of various aspects of

7 The correctness of these two conside-~

Chomsky's linguistics.
rations cannot be disputed. However, it certainly does not fol-
low from this that the present study cannot contribute anything
of significance to our understanding of Chomsky's rationality.
Closer examination of the two considerations mentioned above
rather reveals that they highlight the need for an inguiry such

as the present one.

In the first place, it cannot simply be taken for granted that
Chomsky's metatheoretical remarks on his research practice ac-
curately characterize the properties of this practice. 1In the
case of the natural sciences there is evidence of discrepancies
between what scientists “"preach" and what they “practise".e)
Given such discrepancies in the natural sciences, it would be
unjustifiéd to assume that linguists' metatheoretical comments -
including those by Chomsky - necessarily provide correct answers
to questions about their actual research practice. Moreover,
there is some evidence that Chomsky's metatheoretical comments
do not alwéys accurately reflect his practice. 1In this connec-
tion, Botha (1982a) argues persuasively that Chomsky's metatheo-
retical comments about the so-called Galilean style of inquiry
“do not provide much insight into the way Chomsky currently con-
/ducts linguistic inquiry. An account of Chomsky's rationality,
based on his actual research practice, can hopefully provide an
answer to the question of the accuracy of Chomsky'’s comments on
this practice. The guestion of Chomsky's metascientific comments
is taken up in § 7.5 below. One of the main conclusions of § 7.5
is that these comments are in various respects inaccurate. 1In the
second place, while there are many methodological studies of
Chomsky's linguistics, there are to my knowledge no studies which,

individually/ . . .
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individually or jointly, provide a clear and systematic account
of what constitutes rationality in Chomsky's linguistics.

The present study will analyse Chomsky's rationality from two
complementary angles. First,.Chomsky's rationality will be re-
constructed in terms of his own goal for linéuistic theory and his
own beliefs about the factors which are relevant to-theory-ap— V
praisal. Second, Chomsky's rationality will be appraised with
reference to the standards embodied in two recent models of scien-
tific rationality, namely the models of Laudan and Newton—Smith.g)
It will be argued in § 7.4 that Chomsky's rationality:is consonant
with the model developed by Newton-Smith. On the basis of the
former reconstruction of Chomsky's rationality, it will moreover
"be arqued that some recent accounts of theory appraisél within
Chomsky's linguistics contain inaccurate claims about Chomsky's
research practice. 1In particular, the accounts of Cook (1981}

and Lightfoot (1982) will be shown to be inadequate.

Let us now consider the potential significance. of the present
inquiry into what constitutes rationality in Chomsky's linguis-
tics within the wider metascientific context. The nature of
scientific rationality is one of the most important issues in the
philosophy of science, as is evidenced by the seemingly endless
stream of publications that deal with it. Hacking (1983:1) sin-
gles out scientific rationality as one of two issues :to have "ob-

10% The pre-

sessed“ philosophers of science since the sixties.
sent study is intended to make some contribution to the current
debate on scientific rationality. First, this study should shed
some light on the similarities and differences between rationali-
ty in Chomsky's linguistics and rationality in the natural scien-
~ces, as the latter is construed within the models of:i Laudan and
of Newton-Smith. Such a comparison is of interest in view of
Chomsky's claim that linguistics should adopt the method of the
successful physical sciences.”’ Second, this study of Chomsky's
rationality will contribute to the appraisal of some of the con-
trasting claims made by Laudan and by Newton-Smith on scientific
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rationality. In § 2.3 below some of these contrasting claims are
explicated, and in § 7.4 these claims are appraised with refe-~
rence to the account of Chomsky's rationality presented in § 7.2.

With regard to the aim of the present inquiry, there are two
points that must still be clarified here: (i) why the focus

is on Chomsky's linguistics, and (ii) why the developmental his-
tory of binding theory has been chosen as the source of data for
the ingquiry.

‘The . nature of Chomsky'é linguistics can be clarified with the
aid of the following two distinctions: (i) the distinction be-
tween generative and non-generative linguistics, and (ii) the
distinction between Chomskyan and non-Chomskyan linguistics. The
fundamental assumption of generative linguistics is that scien-
tific grammars of human languages must be generative systems, -+

2) Any form of lin-

that is, they must be completely explicit.1
guistics which do not adopt this assumption is non-~generative.
Within the domain of generative grammar a further distinction
must be drawn between Chomskyan and non-Chomskyan linguistics.
Chomskyan linguistics incorporates the assumption that the logi-;
cal problem of language acquisition constitutes the fundamental
problem of linguistics. The aim of linguistic theory is to ex-
plain how a person can acquire knowledge of his language. The
.object of inquiry is thus a mental capacity of humans, as is

' 13 It follows .

that Chomskyan linguistics is mentalistic. Chomskyan linguistics

made clear. by, for example, Chomsky (1980a:47£f).

must be distinguished from non-Chomskyan approaches, which are
nonmentalistic and do not have a mental capacity as object of
ingquiry. An example of such a nonmentalistic. approach is Katz's
Platonism. In his recent book Katz (1981) argues that linguis-
tics must aim at the description of a non-physical, abstract ob- -

ject “languageﬁ.14)

Chomsky's linguistics is a form of generative linguistics and,
more specifically, a form of Chomskyan linguistics. What dis-

tinguishes/8 . . .
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tinguishes Chomsky's linguistics from the work of other linguists
who adopt the Chomskyan generative approach to the study of lan-
quage, is the set of assumptions which Chomsky holds at any par-~
ticular stage about the structure of human language. His recent
work, Lectures on government and binding (1981a), provides a good
overview of the specific assumptions that Chomsky has recently
held about the structure of language, or, strictly sbeaking, of
grammar. Other Chomskyan linguists make different assumptions
about the structure of language. For instance, Frei?in and
Koster, in contrast to Chomsky, claim that the grammars of natu-

ral languages do not contain transformational rules.’s)

This study of rationality in linguistics deals exclusively with
Chomsky's linguistics, in the narrow sense defined above. This
focus is justified by the central role which Cﬁomskyvhas played
in developing Chomskyan linguistics, and, more generally, gene-

rative linguistics.

The choice of the developmental history of binding ﬁheory as the
source of the data for this inquiry into the nature of rationa-
lity in Chomsky's linguistics can be motivated with reference to
two considerations. Firstly, binding theory has had a fairly
long and eventful history. The Specified Subject Condition and
the Tensed S Condition - the predecessors of the current binding
theory - have undergone numerous changes from the time of their
introduction in the early seventies. As pointed out’ above, bin-
ding theory itself has undergone several changes. ébnsequently,
it is reasonable to expect that the history of binding theory
will provide a sufficiently rich corpus of data forfpursuing the

central aim of this study.

Secondly, both the original conditions and the current binding
conditions are fundamental components of the versions of UG to
which they belong. On the one hand, binding theory is funda-
mental in the sense that it interacts with various other compo-

nents of Chomsky's theory, for example, with trace theory, with

Case/ . . .-



Stellenbosch Papers in Linguistics, Vol. 14, 1985, 01-605 doi: 10.5774/14-0-98

-9~

Case theory, with the autonomy thesis, and with government theo-
ry.‘s) Consequently, it seems reasonable to expect that an ana-
lysis of the developmental history of binding theory will also
yield some insight into the development of other components of
Chomsky's theory. On the other hand, binding theory is fundamen-
tal in the sense that it is closely involved in fundamental con-
ceptual developments in Chomsky's wider framework. The work in
which the Specified Subject Condition and Tensed $ Condition were
originally proposed - "Conditions on transformations™ (Chomsky
1973) - is widely recognized as one of the landmarks in Chomsky's.
linguistics, introducing the so-called "Conditions—framework".17)
Chomsky (1982a:41) states that his own personal feeling is that
(Chomsky 1973) "is the first work that I have done that may lead’
to the possibility of a conceptual revolution . . .". There are
indications that the reformulation of the Specified Subject Con-
dition and Tensed S Condition as binding conditions is also re-
lated to another development in Chomsky's framework. Referring
to one of the reformulations 6f the binding conditions, Chomsky
(198B2a:75) suggests that this represents a "qualitaéive improve-

ment“.‘a)

As regards the organization of the rest of this study, it should
be clear from the discussion above of the aims of this study that
chapter 7 is the pivotal chapter. Chapter 7 presents an account
of what constitutes rationality in Chomsky's linguistics (§ 7.2),
an appraisal of Chomsky's rationality in terms of general norms’
such as absence of inconsistencies (8 7.3), a comparison of
Chomsky's rationality with the standards of scientific rationali-
ty contained in the models of Laudan and of Newton-Smith, re~
spectively (§ 7.4), and an appraisal of the accuracy of Chomsky's
metascientific comments on his research praétice, as well as a
brief appraisal of the accuracy of Lightfoot's and Cook's cha-
racterizations of Chomsky's research practice (§ 7.5).

Chapters 2 - 6 provide the background necessary for chapter 7:
chapter 2 the philosophical background, and chapters 3 - 6 the

linguistic/ . .
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linguistic background. In chapter 2 the approach adééted here
towards reconstructing Chomsky's rationality is set out (§ 2.2),
and an account is presented of the models of scientific rationa-
lity proposed by Laudan and by Newton-Smith. In chapters 3 - 6
‘the developmental history of binding theory is outlined. Chapter
3 deals with the stage in which the Specified Subject Condition
and the Tensed S Condition were interpreted as conditions that
restrict the applicability of both syntactic transformations and
rules of semantic interpretation. Chapter 4 deals with the stage
in which the conditions were interpreted as restricting the ap-
plication of rules of semantic interpretation only. ' Chapter 5
deals with the introduction of the OB-binding theory. Chapter 6
deals with the developmental history of the GB-binding theory.
The reader who is not particularly interested in the finer de-
tails of Chomsky'’'s binding theory may skip chapters 3 - 6, and

only return to them when reading chapter 7]9)

The work is éoncluded with a brief summary of the main conclu-

sions (chapter 8}.

Footnotes/: . . .
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Footnotes to chapter 1

1. For an explication of the notion 'universal grammar', cf.
§ 3.2.3 below.

2. 1In essence, binding theory stipulates in what domains the
interpretation of an NP may be, or must (not) be, dependent,
upon another NP. Cf. chapters 3 - 6 below for a detailed .
exposition of the content of the various versions of binding
theory, including the Specified Subject Condition and the
Tensed S Condition. Note that the latter condition is also

known as the "Propositional Island Condition".

3. Cf. the discussion of the notions 'Chomskyan linguistics' and
‘Chomsky's lingquistics' below for more detail on what these
-

assumptions are,.

4. Agassi (1981:25) provides the following useful clarification
of the two distinct senses of the words "rational/rationalist”:

"One meaning is that which is exhibited in the contrast
between rationalism and irrationalism, namely rationa-

- ~lism as the view that man can and ought to use his reason
or intellect to determine his beliefs, guide his actions,
etc. The other meaning is that which is exhibited in
the contrast within the rationalist school between ra-
tionalist and empiricist sub-schools, namely rationalism
as the view that the grounds of reason are in the: intel-
lect itself rather than in the senses.’

Chomsky's rationalism is in fact much stronger than the view
explicated by Agassi. An essential part of Chomsky's ratio-}
nalism is the assumption that a significant part of what
'Agéssi calls "the grounds of reason" is in fact innate.

5. Cf. footnote 2 above for a brief informal statement of the
‘central idea of binding theory. Trace theory, in essence,
stipulates that all phrases moved by transformational rule
leave behind a trace which marks the position from which the

phrase is moved.
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Since the introduction of the Specified Subject Condition
and the Tensed S Condition in (Chomsky 1973), a number of
works have appeared which are highly critical of these con-
ditions. Cf., for example, Postal 1976, Bach and Horn 1976,
Bach 1977, Brame 1977, 1979, Grosu 1978, Iwakuro 1980,
Nanni and Stillings 1978, Pullum 1979a. 1In spite of these
criticisms, Chomsky has retained the conditions; Recent
developments, for instance, the replacement of the Specified
Subject Condition and Tensed S Condition by the OB-binding
theory - cf. chapter 5 below - have also been controversial.
For example, while Chomsky (1981a:156) claims that the lat-
ter theory "has many desirable properties and considerable
empirical support", Brame is highly critical of -the OB-
binding theory. Brame (1979:111) claims that the binding
conditions, “very'much like the earlier ones, serve to de-
scribe rather than explain the relevant range of data in-
vestigated". He (1979:114) also calls the conditions "ad
hoc"™. Bresnan (1982b) also rejects the GB-binding theory.

‘similar disagreement exists with respect to trace theory.
While trace theory forms an integral component 6f all ver-
sions of UG proposed by Chomsky since the middle seventies
up to the éresent, linguists such as Postal, Pullum, Barsley
and Brame are highly critical of trace theory. ;Consider,
for instance, the highly negative appraisals of: trace theo-
ry by Pullum and Barsley (1980:96~7) - in (i) below - and
Brame (1979:13) - in (ii) below. :

(i) “We believe that the current interest in elaborating
TTC {= trace theory - M.S.)} that has been evinced in
some quarters is highly premature, if not completely
misguided. Not enough has been set out explicitly to
make it clear that there is any theory to be elabora-
ted under the banner of TT, and what little has been
made clear in the informal and disorganized work that
has been published seems to rest almost entirely on
two claims that we have argued are false .

This is a highly negative conclusion to come to, but
we think it is an inevitable one.”

(i1)/ . - .
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(ii} "As time now runs out on trace theory, one sees ever
more far-fetched devices proposed to accommodate
counterexamples that genuinely follow from more rea-
listic approaches. Just as generative semanticists
were inspired to propose global rules and other pro-
phylactic devices to immunize their theory against
refutation, so also trace theorists have begun to fol-
low suit by adopting theoretical constructs which are.
seldom made explicit.”

Other works in which trace theory is criticized include
(Postal and Pullum 1978), (Pullum and Postal 1979), (Pullum
1979b) . '

Cf., for example, Chomsky 1978a:9-10; 1978b:13~16; 1979a:
57, 73, 107-8, 177, 178f; 1980a:1-12, 24, 218. Some of
Chomsky's close followers also pay much attention to these

" issues. cf., for example, Koster 1978a:8f, 31, 38f, 59f; ;

1978b:566ff., 590; 1980:226; Hornstein and Lightfoot 1981b;
Lightfoot 1982:85. ’

Ccf., for example, Botha 1978, 1979, 1980, Ringen 1975,
Sinclair 1977, 1978, Winston 1982, Cook 1981, to mention
but a few examples.

Cf., for example, Sabra 1967 for examples of discrepancies
between what scientists claimed to be doing and what they

-actually did in the history of optics. Cf. also the dis-

cussion in § 2.2 below, and the references cited there.

Note that in the rest of this work the term "model", rather
than “"theory”, is used to refer to the different theories
of scientific rationality and progress. The term "theory"
is used exclusively to refer to the linguistic theories
that .are being investigated.

The other issue singled out by Hacking is scientific

realism.

1./ . . .
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Cf., for example, Chomsky.  1980a:9, 219.

Chomsky (1965:4) characterizes a generative grammar as
follows.

"If the grammar is, furthermore, perfectly explicit

- in other words, if it does not rely on the intelli-
gence of the understanding reader but rathHer provides
an explicit analysis of his contribution - we may
(somewhat redundantly) call it a generative grammar."“

These points about the fundamental problem of Chomsky'é
linguistics and its object of inquiry is dealt with more

extensively in 8§ 2.3 below.

Note, incidentally, that there was a time that Katz worked
within the Chomskyan approach to linguistics. In particu-
lar, he assumed that a grammar is a theory of a human men-
tal capacity. In the introduction of his book Katz brief-
ly outlines why his views changed. '

Cf. Chomsky 1981a:46 for a discussion of this point. More
typical examples of cases where Chomskyan gene?ative lin~-
guists'have expounded views on the structure of language
that differ from Chomsky's, can be found in Levels of syn-
tactic representation (Koster and May (eds.) 1981), and

Theory of markedness in generative grammar (Belletti, Brandi,

and Rizzi (eds.) 1981).
The discussion by Newmeyer (1980:Chapter 6) highlights the
fundamental nature of the Specified Subject Condition and
the Tensed S Condition during the middle seventies. Heny
(1981b:10) claims that the binding conditions form "the
heart" of the new framework that has been developed since

the late seventies.

Ccf., for example, Koster 1978a:551, and the remarks by
Huybregts and Van Riemsdijk in the Preface to On the

generative/ . .
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generative enterprise (Chomsky 1982a).
The sense in which this reformulation represents a

"qualitative improvement” in Chomsky's view will be examined
in detail below.

{Sinclair 1982) contains an earlier version of the account
of the developmental history of binding theory presented
in chapters 3 - 6.

Chapter 2/ . . .
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Chapter 2
PHILOSOPHICAL BACKGROUND
2.1 Introduction

The expressions ”"scientific rationality” and "the rationality of

!
N This ambiguity carries over

science" are multiply ambiguous.
to the expression “the rationality of Chomsky's linguistics".

The first task to be undertaken in chapter 2 is then to clarify
the content of the notion 'rationality' with which the present
study is concerned. This task is attempted in § 2.2 ,

with the aid of Newton-Smith's distinction between minimal and

maximal rationality.

It was sta;ed in chapter 1 that one of the fundamental aims

of the present study is to compare the rationality of Chomsky's
linguistics (Chomsky's rationality, for short) with the accounts
of scientific rationality provided by Laudan and by Newton-Smith..
Since it cannot be assumed that linquists are familiar with the
content of these two models of scientific rationality, an account

of these models is presented in § 2.3.

One of the aims of the present study is to determine the accuracy
of Chomsky's meta-comments on his work. In recent yeérs Chomsky
has devoted a great deal of attention to a certain style of in-
quiry which he calls "the Galilean style of inquiry".; The ques-
tion naturally arises to what extent Chomsky ‘s work oﬁ binding
theory has been conducted in this style. To serve as background
to the analyses in chapters 3 - 6, a brief outline of the
"Galilean style of inguiry", as seen by Chomsky, is presented

§ 2.4,

During the course of the discussions in 8§ 2.2 - 2.4 it
will also be made clear what method will by employed for the pro-
posed reconstruction of what constitutes rationality in Chomsky's

linguistics.
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2.2 Minimal versus maximal rationality

Newton-Smith (1981:4) characterizes a model of rationality as

2)

comprising two components. First, it comprises a specification

of what constitutes the goal of science (for example, the produc-
tion of true explanatory theories, or the production of theories
with maximal problem-solving effectiveness). Second, the model
comprises a specification of a principle or set of principles for
comparing rival theories against a given evidential background.
These principles rate the extent to which theories actually
-achieve or are likely to achieve the goal in question.

How can a particular model of rationality be used to explain a
change in a specific scientific theory (or, equivalently, a

choice between two specific theories)? For reasons that will soon
become clear, it will be useful to adopt the following answer pro-
vided by Newton-Smith (1981:271) .

(1} "To claim that a particular rational model can be used to
explain a particular transition in the history of science
is to claim that by and large the members of the community
had as their goal the goal posited by the model, and that
they made their judgments as to which theory was best by
reference to the principles of comparison specified in the
‘model. It is not enough to show merely that the transition
fits the model in the sense that relative to the model the
best theory triumphed. We have to show that the model en-
capsulates the goal and methodology of those concerned in
the transition."”

-This account naturally applies not only to a community of scien-
tists, but also to the decisions of an individual scientist, as
Newton-Smith (1981:243) explains.

.{2) "A rational model specifies a goal for the scientific en-
terprise and a family of principles to be used in deciding
between rival theories or research programmes. To use such
a model to explain the action of a given scientist would
be to show that he had the goal in question and that he
believed in the principles, and that the action in question
was the best thing for him to do given his goal and those
beliefs.”

The crucial/ e e
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The crucial point to note in connection with the remarks guoted

in (1) and (2) is that, in Newton-Smith's view, a model of ra-~
tionality can be used to explain specific theory choices only if
it can be shown that the scientists involved actually had the

goal and believed in the principles of theory comparison specified
in the model. Newton-Smith further insists that a rational account
need not include a normative appraisal of the goal or an evaluation
of the truth or falsity, reasonableness or unreasonableness, of the
beliefs of the scientists concerned. A rational account of the ac-
tions of a scientist that does not include a normative appraisal of
the scientist's goal and beliefs is called a "minimal rational ac-
count" - "minirat account", for short - by Newton-Smith (1981:241).
The conception of rationality which underlies Newton-Smith's ac-
count of minimal rationality is sometimes called “ihstrumental
rationality".

As Newton-Smith points out, the vaét majority of actions can be
given a minirat account. What distinguishes a minirat account of
the actions of a scientist gqua scientist from a minirat account of
actions in general, is £hat in the former case the’goals and methot
adopted must be “"recognizably scientific®, as Newt&n-Smith (1981 :2
puts it. He (1981:271) explains that if a scientist's goal is to
please the Vatican, or if he believes a specific tﬁeory to be the
best because'his mother told him so after asking hér'Ouija board,
then he does not reach "the standards of scientifié rationality".

A minirat account of the actions of a scientist qua scientist is,

according to Newton-Smith (1981:246), an account "in terms of in-
ternal factors, factors relating to a conception of the goal of
science which is sufficiently close to ours to be legitimately see
as a conception of a goal for science, and factors_relating to the
relative merits of rival programmes which are sufficiently like
the factors we take to be relevant for theory choice to be seen

. f s : . 3 !
as scientific reasons for theory choice”. )

The notion 'recognizably scientific' clearly forms. an important
part of a general account of scientific rationality, in Newton-

Smith's view .of the issue. However, for the purposes of the

present/ . .
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present study this notion, and any potential problems in preéise-
ly defining it, can be ignored. Insofar as the notion 'recogniza-
bly scientific' has a clear content, the principles of Chomsky's
rationality formulated below are all scientific.

As explained above, a minirat account of the actions of a
scientist does not involve any appraisal of the truth or falsity,
reasonableness or unreasonableness, of the beliefs on which the
actions are based. Newton-Smith (1981:254) assumes that, just
as it is possible to provide minimal rational accounts of actions,
so it is possibie to provide minimal rational accounts of beliefs.
In order to provide a minirat account of why someone, S, holds

a particular belief, that p, it must be shown that within the
context S's reasons for believing p justified a belief in p
rather than disbelief or the suspension of judgment. If what S
would offer as his reasons for belleving that p does indeed .
within the overall web of S's beliefs provide reasons for believ-
ing that p, then S is "following the dictates of reason", ac-
cording to Newton-Smith. A minirat account of S's belief ‘that

p neither involves an evaluation of the reasonableness of some-
one's here and now believing that p nor an evaluation of whether
what was taken by S to justify the belief that p would here and
now count as a reason to belief that p. Newton-Smith (1981:254)
-stresses that this notion of reason is not subjective, but con-
textualist. Whether something counts as a reason for something
.else depends on the overall web of beliefs of the individual
concerned.

In discussions of the rationality of science, rationality is fre-
quently defined in terms of some specific set of methodological |
rules. Moreover, it is usually assumed that these rules are uni-

‘'versal. This view of rationality is called "idealism" by

Feyerabend. He (1978:31-32) characterizes idealism as follows.

(3) "According to idealism it is rational . . . to do certain
things - come what may. It is rational . . . to avoid
ad hoc hypotheses, . . . to remove inconsistencies, to support

progressive/ . e e
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progressive research programmes and so on. Rationality
(justice, Divine Law) are universal, independent of mood,
context, historical circumstances and give rise to equally
universal rules and standards.

There 1is a version of idealism that seems to be somewhat
more sophisticated but actually is not. Rationality . . .
is no longer said to be universal, but there are universally
valid statements asserting what is rational in qhat context
and there are corresponding conditional rules." :

It should be clear that the notion 'rationality'’ emplbyéd by
Newton~-Smith in his characterization of minimal rationality is

4) In

completely differeﬁt from the notion explicéted in (3.
the idealist view, rationality must be determined on the basis
of a normative appraisal of actions relative to a spebified set
of standards, or methodological rules. As explained above, a
minimal rational account of the actions of a scientist need not

include a normatiye appraisal of his goals or his beliefs.

However, Newton-Smith does allow for a normative appréisal of

the goal and beliefs of a scientist in terms of a set of standards
or methodological rules. A rational account of an action by some
individual which includes a positive endorsement of the goal and
beliefs of the individual concerned is called a "maximal rational
account" - "maxirat account", for short - by Newton-Smith (1981:
258). According to Newton-Smith, a normative appraisalef the
(minimal) rationality of a scientist or of a community of scien-
tists against a general model of rationality is relevant when one |
interested in the progress made 'in the domain in question. As

he (1981:244) explains, "a rational model will encapsﬁlate our
current beliefs about the goal of science and the factors that
ought to govern theory choice”. 1If progress has been-made in

a specific domain, one would expect that the model of rationality
in that domain closely resembles such a general model‘(given, of
cburse, that the model is reasonably adegquate). :
Newton-Smith thus distinguishes between providing a (minimal)
rational account of theory change/choice in some domain and a

normative/ e e
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normative appraisal of the minimal rationality in that domain.

In Newton-Smith's view the rationality of the theory changes in

a domain can be determined without reference to the goal and
principles stipulated in a general model of scientific rationali-
ty. Newton-Smith makes the distinction between a rational ac-
count of theory change and a normative appraisal of rationality
in order to overcome the problems that arise when current concep-
tions of rationality are used in the normative appraisal of the
activities of past scientists. It is this distinction which
distinguishes Newton-Smith's temperate rationalism from the
strong rationalism of, for example, Laudan} For the strong ra-
tionalist, in contrast to the temperate rationalist, the rationa-
lity in a specific scientific domain cannot be determined with-
out reference to the goal and principles of theory appraisal speci-

5)

fied in a general model of rationality. Strong rationalism

can in fact be eguated with idealism, as defined in (3) above.

It must be emphasized that Newton-Smith's views on what is in-
volved in providing a rational account of the theory choices made
by a scientist are by no means unique to him. In the following
comments on. the rationality of actions, Hempel (1968:282, 283) de-
fines rationality in terms of the objective of the agent and

the information available to him at the time. The similarities
between this view and Newton-Smith's account of minimal rationa-

lity in terms of the goal and beliefs of the scientist are obvious.

(4)  a. "Rationality in the sense here intended is obviously

) a relative concept. Whether a given action - or the
decision to perform it - is rational will depend on the
objectives that the action is meant to achieve and on
the relevant empirical information available at the time
of the decision. Broadly speaking, an action will guali-
fy as rational if, on the basis of the given information,
it offers optimal prospects of achieving its objectives."

b. ". . . to judge the rationality of a decision, we have
to consider, not what empirical facts . . . are actually
relevant to the success or failure of the action decided
upon but what information concerning such facts is avail-

able/ ...
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" able to the decision maker. 1Indeed, a decision may
clearly qualify as rational even though it is based on
incomplete or false empirical assumptions."

Moreover, Hempel (1965:471} explicitly dissociates a rational
account of an action from a normative appraisal of the rationa-~
lity in terms of some thecoretical standard of rationality.

Like Newton-Smith, Finocchiaro links rationality with the "dic~
tates of reason", rather than a specific theory of scientific
rationality. Thus, in commenting on the epistemologicél prac-
tices engaged in by Galileo, Finocchiaro (1980:191) siétes that
"the real test of their rationality or propriety is in’ their cor-
respondence to basic and elementary forms of reasoningfand argu-

mentation, rather than to philosophically articulated theories of
!

scientific rationality

Although Laudan's views on what is involved in determining the
rationality of a scientist differ widely from those of Newton-
Smith, Laudan (1977:58~59) also acknowledges the relevance of a
scientist's methodological beliefs for his scientific practice.
He (1977:59) refers to several works in which “overwhelming v
evidence” is provided "that the methodological beliefs of scien-
tists often do profoundly effect their research and their ap-
praisals of scientific theories". This view of Laudan is taken
up again in 88 2.3.2.3 and 2.3.4.6 below.

Newton-Smith's views on what is involved in providing a minimal
rational account of science are also similar to the ‘
anthropological approach to science favoured by Feyerabend (1975:
249ff, 1976:311). On the anthropological approach, acéording to
Feyerabend (1976:311), “statements such as 'science proceeds by
induction’ are facrual statements of the same kind as statements
describing how a particular tribe builds houses, how the founda-
tions are laid . . .". The essence of the anthropological ap-
proach is that the scientist's actual thoughts and beliefs must

be reconstructed. This clearly corresponds to Newton-Smith's

view/ e e .
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view that a rational account of theory changes must'make reference
to the goal actually adopted by the scientist and the beliefs ac-
tually held by him. The most important point to note is that,

for Feyerabend, this anthropological approach leads to the con-
struction of accounts which he himself would call "rational”.
Thus, he (1978:159) states that in (Feyerabend 1975:chapter 12)

he discussed "a philosophy that makes sense of Galileo's procedure
or, to use less neutral terms, makes it 'rational’". (The italics
are mine.)® s V

The similarities and differences between Newton-Smith's and
Feyerabend's views will be explored in greater detail in §

2.3 below. Feyerabend‘'s anthropological approach was mentioned.
Bere only as evidence that Newton~Smith's conception of what is
involved in providing a rational account of science is shared by
philosophers of science who hold completely different views on *
other issues.

with the aid of Newton-Smith's distinction between minirat and
maxirat accounts of scientists' actions and beliefs, the aims of
the ‘present inquiry into Chomsky's rationality can now be defined
more precisely. The first aim is to reconstruct a model of what’
constitutes rationality in Chomsky's linguistics, a model which
can provide minimal rational accounts of the various choices made
" by Chomsky during the developmental history of binding theory.
Such a model of rationality is provided in § 7.2 below.

The second aim is to compare Chomsky's rationality with the stan-
dards of scientific rationality laid down in two recent models
of scientific rationality, namely those of Laudan and of Newton-
Smith. (The motivation for selecting these two models is presen;
- ted in § 2.3.1 below.) Such a comparison will not only make pos-
sible a normative appraisal of Chomsky's rationality in terms

of current conceptions about the goal of science and the
" factors which ought to guide theory choice. The comparison

will also make it possible to identify potential shortcomings

in the/ . . .
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in the relevant models of scientific rationality. A ‘comparison
of Chomsky's rationality with the standards contained in the mo-
dels of Laudan and of Newton-Smith is given in § 7.4 below.

Newton-Smith's notion of a minirat account of beliefs makes it
possible to say that a scientist from the past rationally held
methodological beliefs which differ from the principles speci-
fied in the most adequate contemporary account of thé goal of
science and of the principles of theory appraisal. In the case

of a contemporary scientist, one would expect him to hold the best
available beliefs, that is, the beliefs encapsulated in the most
adequate contemporary model of scientific rationality. Clearly,
then, in the case of a contemporary scientist a minirat account

of his methodological beliefs cannot be made without:referenbe

to an adequate contemporary model of scientific.ratidnality.' Con-
seqdently..no separate attempt will be made here to provide an
extensive minirat account of.Chomsky‘s methodologicai beliefs.
However, in § 7.3 the reasonableness of Chomsky's methodological
beliefs will be appraised in terms of certain general norms not
specific to any particular model of scientific rationality, for
example absence of inconsistencies and avoidance of obscurity in

the notions employed in theory appraisa1.7)

It should be emphasized that by adopting Newton-Smith's distinc-
tion between a rational account‘of the choices made By a scien-
tist and a normative appraisal of this rationality in defining

the aims of this study, one is not necessarily commiéﬁed to '
Newton-Smith's témperate rationalism as opposed to strong ra-
_tionalism. As should be clear from the discussion aﬁove, the
temperate rationalism versus strong rationalism controversy is
independent from any dispute about the goal which contemporary
scientists -have (or should have) or about the principles of theory
appraisal which contemporary scientists employ (or should employ) .
While a study such as the present one can, at least ;n principle,

throw/ . . .
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throw some light on the second controversy, it cannot throw any
light on the first. -

Recpnstructing a model of Chomsky's rationality which can provide
minirat accounts for Chomsky's theory choices is clearly the most
fundamental task to be undertaken here. Not only is the recon-
struction of such a model in itself one of the main aims of the
present study. Such a reconstruction is also a prerequisite for
achieving the second main aim, viz. a normative appraisal of
Chomsky's rationality against the models of Laudan and of Newton;
Smith. A few comments on the method to be employed here in the
cohstruction of the model of Chomsky's rationality are thus in
order.

1

As explained in chapter 1 above, Chomsky's rationality will be
reconstructed on the basis of a detailed analysis of the varijous *
choices made by him during the developmental history of binding '
theory. These choices are analyzed in chapters 3 - 6 below. "
While chapter 2 provides the necessary philosophical background
for the present inquiry into Chomsky's rationality, chapters

3 - 6 thus provide the necessary linguistic background. For each
of binding theory over
1’ for short - it will be
determined (i) what the respective contents of T, and Tx+1
(ii) what the similarities and differences between Tx and Tx+1
are, and (iii) most important, the reasons for Chomsky's choice

" choice made by Chomsky for a version T, ,
a version Tx - represented as Tx > T

are,

of,Tx+, (or, to put it differently, the factors in terms of which
Chomsky judged Tx+1 to be better than Tx).

',The crucial question to be considered here is how it can be en-
sured that the model of Chomsky's rationality reconstructed on
the basis of such an analysis of the developmental history of
binding theory is in Newton-Smith's sense a model of Chomsky's
rationality. Recall that Newtod-Smith insists that a particular
model of rationality may be used to explain scientific changes/
luchoices~on1y if it can be shown that the scientists involved

actually/ e
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actually had the goal in question and believed in the pr1nc1p1es
specified in the model.

The recent literature on scienﬁific rationality provides very
little guidance on the method to be adopted in reconstructing

tﬁe actual beliefs of scientists which bear on their ‘rationality.
Newton-Smith (1981) does not discuss the guestion of how one
could, or should, show that a scientist has a specific goal and
specific beliefs regarding theory appraisal. The aim of most
recent case studies is not to determine the rationality of certain
theory changes in the way outlined above - i.e., witﬁ reference

to the actual goal and beliefs of the scientists invélved - but
rather to show that the changes were rational changes in terms

of some general model of scientific rationality.e)

In the present study I will adopt what appears to be the best
available strategy In terms of this strategy, closg attention
must not only be paid to what a scientist actually does, i.e.,
what choices he actually makes -~ but also to his comﬁents on
these choices and on his method in general. As a consequence,
three different types of evidence are in prihciple available for
the various claims made in § 7.2 about Chomsky's

‘rationality.

The first.type of evidence is provided by the actual. choices

Tx ’ Tx+1

case in which Chomsky judged Tx+1 to be better than Tx, that T

made by Chomsky. The model must predict, for each

. xX+1
is better than Tx'

The second type of evidence is provided by the actual reasons

provided by Chomsky for the choice Tx * Teere The pioposed prin-
ciples of theory appraisal must account for the reasons provided
by Chomsky for the various individual theory choices:analyzed in

chapters 3 - 6. ' .
The third type of evidence is provided by Chomsky's metascientific

comments/ . .



Stellenbosch Papers in Linguistics, Vol. 14, 1985, 01-605 doi: 10.5774/14-0-98

-27-

comments on his method in general. 1In addition to the technical
works in which Chomsky develops his linquistic theory, there are
many works in which Chomsky comments extensively on the goal of
linguistic theory, the factors relevant to theory appraisal, tge
nature of progress and rationality, and so on. These works are
potentially a rich source of data on Chomsky's beliefs about the
goal of linguistic theory, and the principles of theory appraiéal.
For this reason extensive reference will be made below to these

works.

It must. be noted that it is not the case that evidence of all
three types is provided for each individual hypothesis provided
below. 1In particular, evidence of the third type is not in all
cases available. There is no need to assume, for instance, that
‘Chomsky believes in a certain principle of theory appraisal only
if he has explicitly commented on this principle. .

These remarks on the method to be employed here in the reconstruc-
tion of Chomsky's beliefs about the goal of science and the prin-
ciples of theory appraisal raise numerous questions, many of which,
will simply have to be put aside.g) However, the use made of
Chomsky's metascientific comments on his work deserves some

amplification.

Reference was made in chapter 1 above to the notorious fact
that what scientists do is often guite different from what the}
say they do. Agassi (1981:262-263) provides some indication of
the complexities involved in the appraisal of thg accuracy of :

scientists' comments on their method.

(5) "It was Pierre Duhem who said, I think that scientists can-
not be relied on regarding scientific method since they con-
tradict each other. Alternatively, of course, they can all
be relied upon and the conclusion should be pluralistic:
there is no scientific method and each man of science is
left to his own devices! 1In other words, though we need not
believe what informants say about general matters, perhaps
we can believe their own reports! Can we? The guestion is
complicated. Some reports are made as sheer ritual, e.g.
when a scientist claims to have gained inspiration from

-
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Chairman Mao's little red book or from Stalin or Marx. Or
when a scientist claims to have derived his theory from the
facts: as if seeing a falling apple makes one a Newton.
.Some reports are distorted by a scientist's preconceived
notions about scientific method, e.g. when he claims to
have observed a fact by sheer accident, which, we know,

is a priori an insufficient narrative because it omits to
tell us why he noted the event and recorded it, etc."

These comments by Agassi indicate that great caution should be
exercised in using a scientist's metascientific comments as a
source of information on his methodological beliefs. ' However,

it does not follow that a scientist's metascientific comments are
of no use in a reconstruction of the scientist's methodological
beliefs. In the analyses which are presented below I will assume
that, unless there is evidence to the contrary, Chomsky's meta-
scientific comments do reflect his methodological beliefs. This

is clearly a reasonable assumption to adopt.

The use made here of a scientist's metascientific comhents is by
no means a unique feature of the present study. Refefence was
made above to various scholars who do acknowledge the relevance
of scientists' methodological beliefs for their practice. A
characteristic of the work done by those scholars is the clbse
attention which they pay to the explicit comments by scientists
on methodological issues. Sabra's (1967} study of thé develop-
ment of seventeenth-century theories of light is a case in point.
According to Sabra {1967:11), his method was “to compére actual
practice, in so far as it can be historically determined, with
the interpretations placed upon it by the pbactitione}s themselves.'

{(The italics are mine.)

The possibility of discrepancies between Chomsky's mekascientific
comments and what he ‘actually does when working on lihguistic
theory is, of course, not ruled out. By comparing Chomsky's meta-
scientific comments with the results of the analyses of the actual
theory choices méde by him, such discrepancies can be discovered.

In the end it will be possible to appraise the accuracy of Chomsky's

comments on his method. Such an appraisal is undertaken in

paragraph/
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"8 7.5 below.

It should be emphasized that there can be no guar&ntee that the
model presented in § 7.2 captures Chomsky's actual beliefs

about the goal of science and the principles of theory appraisal.
The claims embodied in this model must be regarded as hypotheses
about Chomsky's beliefs, hypotheses which can be used to explain

10)

the various theory choices made by him. Like all hypotheses,

- these hypotheses are in principle open to criticism.

2.3 Laudan's and Newton-Smith's models of scientific rationality

2.3.1 Preliminary considerations

As was stated in chapter 1 above, one of the main aims of this
study is to compare Chomsky's rationality with the standards cor-
tained in the models of scientific rationality proposed by Lau@an
and Newton-Smith. The following account of Laudan's and Newton-
Smith's models is to serve as background for this comparison under-
taken in § 7.4. :

The account presented here of Laudan's and Newton-Smith's models
has a second purpose. Both models identify a wide range of dif-
ferent factors which can play a role in rational theory choice.

In the case of both models this range is far greater than the range
of factors identified in the more familiar models of, for example,
Popper and Lakatos. Also, there are a number of specific point;
on which the models of Laudan and of Newton-Smith make conflict&ng
claims. Given these two factors - viz. the wide range of factors
identified by the two models and the differences between them -

it is possible to formulate a number of highly specific questions
" that could be asked about the developmental history of binding
~theory. Such a set of questions can play a very useful role in
the present attempt to describe thé developmental history of
" binding theory, and to reconstruct Chomsky's rationality. The
questions could guide the proposed description and reconstruction,

in the/ !
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in the sense that they identify the issues that must be attended
to. In § 2.3.6 below a number of such guiding questions are for-
mulated against the background of the exposition of Laudan's and

Newton-Smith's views. '

In addition to the models of Laudan and Newton-Smith, there are
of course several other views on scientific rationality available
which could be used in the reconstruction and appraisal of Chom-~
sky's rationality. The best known alternatives are probably

m By selecting

those of Popper, Kuhn, Lakatos, and Feyerabend.
the views of Laudan and Newton-Smith for the purposes of the pre-
sent study, I do not claim that an analysis of Chomsky's linguis-
tics in terms of one or more of these other models would not
yield any insight. Furthermore, it is not being claimed that,
unlike the older models mentioned above, Laudan's and Newton-
Smith's models have no serious shortcomings.Tz) As will be poin-
ted out below, Laudan's model in particular has been}criticized
on various grounds. However, it will be argued that in spite

of its obvious shortcomings, Laudan's model makes interesting
novel claims which are worth investigating. I also do not assert
that the claims contained .in Laudan's and Newton—Smigh's models
are in all respects in conflict with the claims contéined in the
older models. As will be noted below, many of the ibsights con-
tained in older models are retained in the two more recent models.
This is true even for Feyerabend, whose highly controversial
claims about science are at first sight completely irreconcilable
with the views of, for example, Popper, Lakatos, Lauéan and
Newton-Smith, -all of whom maintain that science 1is a:rational
affair. 1In the case of Feyerabend the links between%his views
and those of Laudan and Newton-Smith are less obviou% than is the
case with the other philosophers mentioned above. Fér this rea-
son a brief account is presented in § 2.3.5 below oftsome of

the similarities and differences between Feyerabend'; views, on
the one hand, and those of Laudan and Newton-Smith, on the other

hand.

Having/ . . .
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In spite of what is said above, there are nevertheless a number
of considerations which point to the special interest of the .
views of Laudan and Newton-Smith for the purposes of the present
study.

First, Laudan and Newton-Smith both have much richer theories

of scientific rationality than, for example, those of Popper

and Lakatos. In particular, Laudan's and Newton-Smith's models
make provision for a great number of nonempirical considerations
- j.e., considerations which do not bear on the ability of a the-
ory to fit the facts in its domain ~ to play a role in theory.
appraisal. This greater richness constitutes one of the grounds
on which Laudan's and Newton-Smith's models have been claimed to
be more adequate than the older models. Even a very superficial
look at recent developments in Chomsky's linguistics reveals tRat
nonempirical factors play a significant role in this enterprise.
There is then some reason to think that the richer models of
Laudan and Newton-Smith may be more adequate for an analysis

of Chomsky's linguistics than are the older models, with their

emphasis on empirical factors.

Secoﬂd, while they do have some features in common, Laudan's
and Newton-Smith's models also differ-in fundamental respectsJ
If we were to compare Chomsky's rationality with these two dif-
ferent accounts of scientific rationality, it would be possible
to focus on a number of topical issues related to scientific
rationality. Even with respect to some of those-aspects of
Laudan's models which have been criticized, such a comparison

will prove to be informative.
There is one more issue that must be dealt with before I can

proceed with an exposition of Laudan's and Newton-Smith's
models. It concerns the relevance of these models for the

analysis/ . . .
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analysis of the small scale theory changes to be investigated
in this study. To properly understand what this issue of
releﬁance involves, it is useful fo consider the characteriza-~
tion given by Laudan (1977:71) of two uses of the term "theory"

within science.

First, the term “"theory" is used to denote "a very specific set
of related doctrines (commonly called 'hypotheses' or 'axioms'
or 'principles') which can be utilized for making specific
expe?imental predictions and for giving detailed expianations
of natural phenomena”. The examples of such specific theories
mentioned by Laudan include Maxwell's theory of electromag-
netism, Einstein's theory of the photoelectric effect, Marx's
labour theory of value, and the Freudian theory of the Oedipal

Complex.

Second, the term "theory" is also used to refer to "much more
general, much less easily testable sets of doctrines or as-
sumptions". For instance, one talks about “the atomic theory",
or "the theory of evolution", or "the kinetic theory of gases".
In each case the reference is not to a single theory, but to
“a whole spectrum of individual theories". As Laudan (1977:
72} explains, "the term 'evolutionary theory' for instance,
does not refer to any single theory, but to an entire family

of doctrines, historically and conceptually related, all of
which work from the assumption that organic species have common
lines of descent”. This second use of the term "theory" is
more or less what Newton-Smith (1981:79) has in mind when he
states that "in the more colloquial use of the term ‘theories!
(when, for instance, we talk of the wave theory of light or

the atomic theory of matter) theories are taken to be constitu-
ted by an evolving system of assertions about some common sub-~

ject matter . . .".

Philosophers/ . . .
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‘Philosopher§ of science have used various terms to refer to
these generél theories: *“paradigm" (Kuhn), "research programme”
(Lakatos), ?research tradition" (Laudan). Philosophers such as
Kuhn, Lakatbs, and Laudan not only use different terms to refer
to the gene?al theories distinguished above. They also dis-
agree about?the correct characterization of these general theo-
ries. Howé&er, for the present purposes the informal charac-
terization Pf Laudan presented above will suffi;e.'

‘When talking about theory change, it should be kept in mind

that such cﬁanges can differ widely in scope. At one end of

the spectruh, theory change can be on a very small scale, con-
'sisting in the modification or replacement of one of the hy-

. -potheses that form part of a specific theory. As pointed out
-above, such' small-scale changes are the object of the present
study. At the other end of the spectrum, theory change . can be
on a very large scale, consisting in the replacement of an
entire gene?al theory (paradigm/research programme/research tra-

© dition) by another.

i'Laudan and Fewton—Smith, like Kuhn, Lakatos, and Feyerabend, are
all ultimately interested in such large scale theory changes,
~and not in ;he small scale theory changes to be investigated in
this study.; : Laudan (1977:72) agrees with Kuhn and Lakatos that
" "the more general theories, rather than the more specific ones,
. are the prlmary tool for understanding and appraising scientific
progress“.‘jNewton-Smith uses the term "theory" in the general
sense when ﬁe discusses theory appraisal. For instance, he uses
the term "theory" to refer to Newtonian mechanics, and to

. Freud's theory of psychoanalysis, both of which are mentioned by
Laudan (1975:78) as examples of general theories/research tradi-
’tions.13' A look at Newton-Smith's list of "good-making features
~of theories™ supports the view that he is primarily interested

f in thes . . .
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in the appraisal of general theories. Considerations such as
“track record” and “smoothness™ clearly do not bear on the
properties of some specific theory, but on the way a general
theory‘developed through time.

Laudan (1977:72) claims that the "modes of appraisal and evalua-
tion" SppIOpriate to specific and general theories are radically
different". A question then arises about the relevance of

" Laudan's and Newton-Smith's views for the analysis of the small
scale changes in specific theories to be investigated here. How-
ever, ?loser inspection of the models of Laudan and Newton-Smith
reveals that they also make claims about small-scale changes in

specific theories.

Laudan's model incorporates an appraisal measure for specific
theories. The central notion in this appraisal measure - problem-
solving effectiveness - is also the central notion in the apprai-
sal of general theories/research traditions. Moreover, his model
for the appraisal of general theories presupposes detailed eval:
ations of the development of specific theories in terms of their

problem-solving effectiveness.14‘

The factors which Newton-Smith identifies as playing a role in
large scale theory changes clearly affect small scale changes

in specific theories. For instance, he (1981:228) claims that
"the smoothness with which adjustments can be made in the face

of failure is an important factor in theory evaluétion“. This
implies that when scientists are considering how to change a
specific theory, for example, in the face of counter-evidence,
they will be influenced by the fact that the smoothness with
which such changes can be made will eventually play a role in

the appraisal of the associated general theory. That is, Newton-
Smith's model implies that scientists will try to modify specific
theories in such a way that the smoothness of the general theory

is not adversely affected.

It is/ . . .
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"It is interesting to note that the main point made above also

..applies to Feyerabend, whose views are briefly outlined

in '§  2.3.5 below. The example of theory change to which
?”Féyérabend d%votes most of his attention is the Copernican revo-
fiutioh, whicﬁ consists in the replacement of one general theory

by another. ; The great emphasis which Feyerabend places on the
issue of 1nc§mmensurability also underlines his concern with large
'séale theoryichanges 15) At the same time, however, Feyerabend
tries to analyze what can be called the micro-structure of such
:changes in detail. This is evidenced by his analysxs of Galileo's
_ ;ttempt to promote the Copernican systen. ‘

"The rest ofq§ 2.3 is organized as follows. In §§ 2.3.2 and
“‘2 3.3 brief overviews are presented of Laudan's and Newton-,
:Smith s models of scientific rationality. The main emphasis
is on the claims made by these models about the factors that

cfplay a rolejin theory appraisal at the level of spec1£1c theo~
ries. In §,2.3.4 the differences between Laudan's and Newton-
”Smith's modéls are outlined. In § 2.3.5 Laudan's and Newton-
-Smith s vieWS are contrasted with those of Feyerabend. 1In

m§ 2.3.6 a number of specific questions are formulated against
the background of §§ 2.3.2 ~ 2.3.5 which could guide the at-
tempted descrlptlon of the developmental history of binding
EhQP:Y and Fhe reconstruction of Chomsky's rationality.

i

23,2 Laudén‘s problem-solving model

[}

_5.3;2.1 Truth versus problem-solving

5bne‘of the most ‘controversial features of Laudan's model, as set
out in his Progr.3s and its problems. Towards a theory of scien-
vtzfzc grawth (1977) , is the role which he assigns to truth in an
’account of the scientific enterprise.’s) Laudan (1977: 126) does
fnot deny that scientific theories may be true, or that science
“‘may be’ movxng nearer to truth. However, he denies that truth
P e
[

should/ « e .
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should play any role in an account of scientific progress and
rationality. Specifically, Laudan (1977:125-6) claims that if
truth is taken as the aim of science, then the scientific enter-.
prise canriot be shown to be either rational or progressive. This
negative conclusion on the role of truth in an account of scien-
tific progress and rationality is based on two considerations.17)
Firstly, no one has succeeded in demonstrating that the methods.
employed in science guarantee that it will reach truth. Second-
ly, all attempts to reconstruct science as moving closer to truth
fail, since no one has been able to say what it would mean to be,
"closer to truth", or to offer criteria for assessing proximity

to truth.

Stated in positive terms, Laudan claims that science can be shown
to be rational and progressive if science is taken to be funda-
mentally a problem-solving activity. According to him (1977:66),

the core assumptions of his theory are the following.

(6) "(1) the solved problem - empirical or conceptual - is the
basic unit of seientific progress; and (2) the aim of
science 1s to maximize the scope of solved empirical problems

* while minimizing the scope of anomalous and conceptual
problems."™ (The italics are his.)

On the basis of (6), Laudan (1977:68) formulates his appraisal

measure for specific scientific theories as follows.

(7} "the overall problem-solving effectiveness of a theory is de-
termined by assessing the number and importance of the empi-
rical problems which the theory solves and deducting there-
from the number and importance of the anomalous and concep-
tual problems which the theory generates." (The italics are
his.) .

A specific theory change - for example, where a specific theory
T, is replaced by another theory T, , - is thus progressive if

and only if the problem-solving effectiveness of Tx+1 is greater
than that of Tx, where problem-solving effectiveness is deter-
mined by application of the appraisal measure in (7). Rationa-

lity for Laudan {1977:125) consists in making progressive theory

choices/
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choices, i.e., choices which lead to increases in problem-solving

éffectiveneSs. The replacement of Tx by Tx+1 will thus be ratio-

'nal’ if and only if it is progressive in Laudan's sense.

{
'2.3.2.2 Solving empirical problems

&éudan (1977:15) defines empirical problems as "first order
problems: they are substantive guestions about the objects which

conStitute’ﬁhe domain of any given science". A theory can be re-
'garded as having solved an empirical problem if this theory func-
jt"i-'_o'ns'-in any schema of inference whose conclusion is an approxi-
Wate statement of the problem.'®! Laudan (1977:16-17, 22-26)
‘diétinguishés between "solving an empirical problem" and "ex-
plaining a fact”, claiming that the former notion is the one

.appropriate ‘to science. 9!

Laudan's moéel has built into it the idea that not all empirical
problems aré equally significant. He (1977:32-40) lists a number
'Bf“faétots éhat affect the weight of empirical problems.zO)

while he (1?77:32) admits that the criteria he mentions "are not
meant to exhaust the modes of rational weighting®”, he neverthe-
less presupﬁoses that a calculus of problem weights is possible.

2.3.2.3 Solving conceptual problems

One ' of the ﬁrominent features of Laudan's model is the emphasis
h%”places on the role which conceptual problems play in theory
evaluation. Laudan (1977:48) defines conceptual .problems as
"higher brdér questions about the well-formedness of the concep-
tual struct?res (e.g., theories) which have been designed to
answer the first order questions". Conceptual problems are thus
problems exﬁibited by some theory or another. He (1977:48)
points out that in fact “there is a continuous shading of problems
intermediaté between straight-forward empirical and conceptual
problems”. For heuristic reasons he concentrates on distant
ends of thefspectrum.

i

Two/ . .
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Two'types of conceptual problems are distinguished.

ii) Internal conceptual problems that arise from inconsistencieﬁ

conceptual ambiguities or circularity within the theory.

(ii) External conceptual problems that arise when a theory T is
in conflict with another theory or doctrine T' which pro-
ponents of T also believe to be rationally well-founded. }

Laudan (1977:51-54) argues that it is not only a logical inconsis-

téﬁéy or incompatibility that constitutes an external conceptual

pfdbléﬁ. Under certain conditions joint implausibility and even
meré ¢ompatibility can also constitute external conceptual pro-

ble@s for the theories involved.zz)

External conceptual problems can arise from a conflict between

a thepry and another scientific theory from a different domain,
bét@een a theory and the methodological theories of the relevant
sciéhtific community, and between a theory and the prevalent world
view (Laudan 1977:55-64). In the case of a specific theory, the
gébexél theory or research tradition associated with it is idén- -
tifiéd as theAmajor source of its conceptual problems (Laudan
1977:88) . Laudan (1977:81) distinguishes two components of a re-~
search tradition. The ontological component consists of "a set

of general assumptions about the entities and processes in a do-
main of study”. The methodological component consists of a set

of general assumptions "about the appropriate methods to be used
for 1nvest1gat1nq the problems and constructing the theories in .

that domaln" 23)

Laudan is not very clear about the exact nature of the relation:
24)  gtatea
briefly, all the theories belonging to a certain research tradi-

befween a specific theory and its research tradition.
tlon share the ontology of that tradition, and can be evaluated

using the methodological norms of the tradition. A research
tradition can influence its constituent theories in various ways:

(i) / e
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(1) a research tradition can justify many of the assertions which
“its theories make; (ii) a research tradition can rule out certain
“theories because they are incompatible with the -ontology or
‘Eethodology;of the tradition; (iii) a research tradition strong-

ly”influencés the recognition and weighting of empirical and con-
- ceptual problems for its theories; (iv) a research tradition

; an provide heuristic guidelines for the generation and modifi-
cation of specific theories.

1

~Laudan (1977:64-66) has built into his model the idea that con-
#eeptual problems, like empirical problems, can have different
Wﬁéights.zslf Moreover, he (1977:46) claims that, in general, a

~conceptual problem represents a more serious threat than an em-

“pirical anomaly.

“ Laudan's attempt to make provision for a wide range of conceptual
“factors in his appraisal measure for scientific theories is
*bértainly obe of the interesting features of his model. However,

#ébme'reviewers have pointed out that Laudan's claims about the
ﬁﬁflginality:of this feature of his model are somewhat exagge-
-r)

*rated. Laudan (1977:66) claims that *"no major contemporary phi-
“1osophy of science allows scope for the weighty role which con-

ncéptual problems have played in the history of science". Laudan
¥ontinues that "even those philosophers who claim to take the
%aéﬁual evolution of science seriously (e.g., Lakatos, Kuhn,
"Feyerabend, and Hanson) have made no serious concessions to the
#ﬁQnempirical‘dimensions of scientific debate”. These claims are
?kdnvincingly rebutted by Feyerabend (1981:60-61) and McMullin

o

'979:625) .. The value of Laudan's contribution prxmarlly lies
‘in “the ‘wide scope, great depth, and the systematicity of his
ﬁtteatment ‘of conceptual factors in theory appraisal.

%2.3.2.4 Unsolved problems and anomalies

ﬂﬁéﬁdan (1977-18—22) argues that in appraising the relative merits
r'c’.if theories the class of unsolved problems is irrelevant.

According/ N
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According to him, the only reliable guide to the problems relevant
to the appraisal of a particular theory is an examination of the
problems which previous and competing theories in that domain
have already solved. A theory's failure to solve a problem left
unsolved by all other theories in that domain thus cannot count
against it.

:
Laudah (1977:26-30) makes two important points in connection with
the notion 'anomaly' that features in his appraisal measure.
Firstly, an anomaly is not only generated by a conflict between
a prediction of a theory and observations. Any empirical problem
p that has been solved by a theory constitutes an anomaly for eve-
ry cohpeting or successive theory in that domain which fails to \
solve p, even if the latter theory is not inconsistent with the
relevant observational results. Laudan's class of anomalies thus
includes nonrefuting anomalies. Secondly, refuting anomalies
can under certain conditions be rationally ignored in theory
appraisal. 1In particular, such a refuting anomaly counts as an
anomaly for the appraisal measure only if it is solved by at
least one other theory in the domain. Refuting instances of a
theory are thus irrelevant for an appraisal of this particular
theory, unless some other theory in the _domain provides a solu-

tion to the problem in question.

2.3.2.5 Ad hocness

Laudah (1977:114-118) argues that a theoretical modification, in-
cluding the introduction of an auxiliary hypothesis, is not in
any pejorative sense ad hoe if the modification only manages to
overcome an empirical problem which was a refuting instance for
the eérlier, unmodified theory. Rather, he claims that such

ad hoe modifications are by definition progressive, in that

they increase the problem-solving effectiveness of the theory.
Laudan, in contrast to, for example, Popper, thus denies the

need for the independent justification or independent testability

of theoretical modifications.

According/ ...
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According to, Laudan, there is only one context in which "ud hoe"
may legitimafely be used in a pejorative sense. This is where
a theoreticai modification leads to a reduction in the theory's
overall probﬁem—solving effectiveness by virtue of increasing

the conceptual difficulties of the theory.za)
]

)

2.3.3 Newtoh—Smith's temperate rationalism

2.3.3.1 Tru%h as the goal

In his bookthhe rationality of science (1981), Newton-Smith de-
fends the as%umption that the goal of science is truth. He qua-
lifies this éssumption in two respects. Firstly, the aim is not
simply to diécover any truth, but to discover explanatory truth.27)
Secondly, sihce all current (and past) theories are strictly spea-
king false, #cience must be seen as aiming at theories that cap-
ture more ana more truth about the world, i.e., as aiming at
theories with an increasing degree of verisimilitude.za) Newton-
Smith (1981:195£f.) attempts to provide a new analysis of veri-
similitude, in order to overcome, for example, Laudan's objections
against Poppér's notion of verisimilitude.zg’ Of crucial impor-
tance is theilink which Newton-Smith claims to have established
between the @erisimilitude of a theory and the predictive power,
or more gene}ally, the observational success of this theory. 1In
particular, Newton-Smith argues that greater verisimilitude en-

30) Newton-

tails the likelihood of greater observational success.
Smith (1981:197) claims that the latter premise "has a strong
intuitive ap?eal‘. He states that "if a theory has latched on to
more theoretical truth about the world one would expect it to
give better predictions™. He also tries to justify this premise,
based on an analysis of the notion of verisimilitude.

By assuming that the goal of science is truth - or more specifi-
cally, increased verisimilitude - Newton-Smith retains Popper's
view about the goal of science, and rejects Laudan's view.

Their different views on the goal of science will be analyzed in

§ 2.3.4.2 below.

Newton-Smith's/ . . .
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Newton-Smith's model for the appraisal of theories has two com-
ponents: an ultimate test, and a set of "good-making features"
thét function as fallible indicators of likely long-term observa-
tional success. It was noted in § 2.3.2.1 above that Newton-Smith
genérally uses the term "theory" to refer to general theories o
rather than to specific theories. His model is in fact a model
for the relative appraisal of general theories, which have, for
exahple, a developmental history. In the following sections I
briefly outline the two components of Newton-Smith's model, and
try to determine what implications his model has for the apprai-
sal of specific theories, and thus ultimately for the appraisal

of small-scale changes in specific theories.

2.3.3.2 The ultimate test: observational success

For a theory to have explanatory power "it must latch on to some=""
thing about the world", according to Newton-Smith (1981:223). '
The ultimate test as to whether one theory has more successfully
latched on to a facet of the world than another is its rela-

tive observational success. Newton-Smith (1981:223-224) distin--
guishes two aspects of observational success. The most important
aspect is the generation of novel predictions which are corrobo-
rated. The second aspect is success in accounting for known

observations.

The reason why Newton-Smith regards the generation of corroborated
novel predictions as the most important component of observatio- °
nal -success, is that such novel predictions must serve as a guard’
against ad hoe theories. Thus, he (1981:224) states that “. . .
given a finite set of known facts we could with ingenuity devise -
some theory (it might be very cumbersome and complex) from which '
we could derive those facts. Our primary guard against such

ad hoc theories is the regquirement that some corroborated novel

predictions should be forthcoming".
Since Newton-Smith regards the distinction between the observa-

tional/ ..
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tlonal and the theoretical as a matter of degree, "observational
lguccess" fqr him- includes theoretical success.>!) He (1981:224)
defines thédretical success as "a matter both of the generation

g'ﬁ:hovel predictions which themselves are theoretical and of the

¢§£planatioﬂ of accepted theories"

Jih the long run, then, observational success is the ultimate test
:’f
‘Smith (19871:224) points out that this ultimate test cannot be

W

mployed by the working scientist faced with the choice between

"

~the superiority of one theory over another. However, Newton-

two rival theories. Newton-Smith illustrates this point by refe-
rence to relat1v1st1c mechanics and Newtonian mechanics. He

la;-s tha; while relativistic mechanics has been established as
gbéervatidqally more successful than Newtonian mechanics since
¥1905, it was impossible to determine this in 1905. Consequently,
T}Jiewton—Smit,h tries to find factors that can serve as fallible in-

dicators of,likely long-term observational success.

Jélearly, tﬁe ultimate test of observational success

applies to:all levels of theories, including specific theories.
'Iﬂ'fact wﬁatever the exact nature of the relationship between a
general theory and its associated specific theories, it seems
clear that : the observational success of a general theory is a
function of the observational success of its associated specific

theories.

2.3.3.3 The good-making features of theories

ZSinCe the ultimate test discussed above cannot be used. by the
working scientist faced with the choice between two rival theories,
other factors are needed which can serve as fallible indicators

of likely long-term observational success. These factors - or
1mqgod-mak1ng features of theories" - ought to guide the scientists
:bgfo:e the final results are in. Note that Newton-Smith gives

no indication of when this would be.

Newton-Smith/ . e .
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Newto;-Smith (1981:226-231) distinguishes the following good-making
features of theories: (i) observational nesting, (ii) fertility,
(iii) track record, (iv) intér-theory support, (v) smoothness,

(vi) internal consistency, (vii) compatibility with well-grounded
metaphysical beliefs. He (1981:224-226) makes a number of

generél remarks about these factors that guide theory choice.

Firstly, the grounds for including any particular factor are meta-
inductive. That is, a particular factor is included on the ground
that it is indicative of long-term observational success. One

of the reasons Newton-Smith (1981:230-231) excludes simplicit?
from his set of good-making features is precisely that it is not
clearlthat apparent simplicity has in the past been a good indica-

tor of long-term observational success.

Secondly, the factors are inductively correlated with observatio-
nal success. This means that even if they all point in the same

direction, that may be the wrong direction.

Thirdly, the factors may point in different directions. 1In the
case»of divergence the relative importance of the differing fac-
tors cannot be weighed.

Fourthly, it will not always be clear whether a theory possesses
a good-making feature to a higher degree than another theory.

Fifthly, the factors relevant to theory choice in science are
not constitutive of a good theory. They are only fallible indica-
tors of what is constitutive of a good theory, namely,

verisimilitude.

Newton-Smith (1981:225-226) sums up the status of his good-making
features by noting that "obviously these principles are not algo-
rithms admitting of mechanical application and giving certain
knowledge of the ultimate degree of success of a theory".

2.3.3.3.1/ e .
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2.3.3.3.1 Observational nesting

A theory ought to preserve the observational successes of its pre-
decessor. To the extent that a theory fails to replicate the ob-
servational ‘successes of its predecessor, it is required to have
“dramatic" obserVatlonal successes in areas where the predecessor
is not successful, according to Newton-Smith (1981:226). If the
new theory ﬁot only preserves the observational successes of its
predecessor /rival, but improves upon them by increasing the accuracy
of corroborated predictions and/or by increasing the area in

which corroborated predictions are made, then this obviously
counts in favour of the theory. A theory observationally nests
another theory if the former preserves the observational success
of - the latter and increases the accuracy of corroborated

predictions;32)

What is the relevance of the requirement of observational nesting
for changes in specific theories? Newton-Smith's (1981:226)
argument for the inclusion of observational nesting in his get of

good-making features is as follows.

(8) "Given.that the goal of science is the discovery of explana-
tory theories of ever greater verisimilitude, and given that
‘increasing observational success is our primary indicator
of increasing verisimilitude, it will count against a theory
if it is unable to replicate the observational successes of
the theory currently in the field" {unless, as pointed out
above, the former theory has dramatic new observational
success in other areas - M.S.}

This argumeat obviously applies to general as well as specific
theories. Given that observational success is the ulfimate test
of a theory‘s merit, scientists involved in (small scale)
changes in specific theories will naturally also be concerned
with preserving the observational successes of the earlier
theories. That is, it will obviously count against a later ver-

does not preserve the

sion T of a specific theory Tx if T

x+1 x+1
observational success of Tx - unless, of course, Tx+1 has successes

‘in an/ C e .
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in an area where Tx fails - which compensate for the lost

successes.

In sum: Observational nesting is a good-making feature also of
specific theories, and it is thus relevant for the appraisal
of changes in specific theories.

2.3.3.3.2 Fertility

By “fertility" Newton-Smith (1981:227) understands that a theory
"should contain ideas to guide research”. BHe mentions two possible
sources of such ideas: (i) a metaphorical component, and (ii) a

novel idea.33)

For changes in specific theories the requirement of fertility im-
plies that scientists should attempt to increase the fertility
of the theory, for instance by the introduction of an appropriate
novel idea. Given the choice between a modification that in-
creases the fertility of the theory and a modification that does
not,' the former must be chosen (all other things being equal).

Notg that Newton-Smith's notion of fertility is extremely vague,
and thus Adifficult to apply. Also, intuitively it seems clear
that the smaller the scale of a change to a specific theory, the.
less-likely it is that this change will affect the fertility of
the theory. Thus, while in principle the requirement of fertili-
ty is relevant to specific scientific change, in practice its
role will probably be very limited.

2.3.3.3.3 Track record

In his discussion of this third good-making featﬁre, Neﬁton—
smith (1981:227) makes it clear that by “track record" he under-
stands the track record from the point of view of observational
success. A theory with a good track record has continual obser-
vational success. As explained in § 2.3.3.2 above, the

observational/ ..
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~6bservationél success of a general theory depends on the observa-
‘tional success of its associated specific theories. Consequent -
1y, the requxrement of a good trdck record clearly entails that
‘also at the level of specific theories there should be continual

3
increases 1n observational success. 4

The importance of observational success in theory appraisal -
includlng appralsal at the level of specific theories - has al-

~ ‘ready been noted in the discussion of the ultimate. test in
§'2-3.3v2;abd the discussion observational nesting in § 2.3.3.3.1
above. The;brief discussion above of Newton-Smith's notion of ‘a
good track .record underlines the importance of observational suc-
qéss-in the appraisal of specific theories.

2;3.3.3.4 1nter—theory support

Newton—Smlth (1981: 228) argues that “it counts in favour of a

. theory that/ it supports.a successful extant theory". According
" to Newton-Smith this support may take the form of providing an
explanation of the laws of one theory by another.35) He alsoc
Zs;ates that "it counts. against a pair of xheories_if_no matter
“how successful they are 1n'their own ddmains they clash in the .
sense ‘that ‘they cannot be consistently worked together in domains

of common applxcation 36)

JNéwton-Smiﬁh links the'requirement of inter-thgory.support'to a
.-métaphysical belief in a "unified physical world". According
'ﬁd-him,f”we consequently expect either to be able to unify ai-

" verse theories. into a single all-encompassing theory or to have
s a fémily of mutually- supporting theories“ - The great success
which scientists have had- 1n operatxng with this bellef provides~
the ground for it. )

The requirement'of'inter-theqry support;bbv;ous1y applies at.the
level of general theories as well'as at the level of specific theo-
-;ries.~ It is thus also relevant for the appralsal of specific
"theorles..‘ '

Newton-Smith's/ -
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Newton-Smith's notion of inter-theory support more or less corre-:
sponds to Laudan's notion that any tension between two scientific
theories from different domains can generate conceptual problems
for these theories. ’

2.3.3.3.5 Smoothness

Newton-Smith (1981:228) claims that "“the smoothness with which
adjustments can be made in the face of failure is an important-
factor in theory evaluation". Smoothness has to do with the
auxiliary hypotheses introduced to explain away the failures of -~

a theory. The smoother a theory is, the more its failures can

be covered by a single auxiliary hypothesis. 1If a theory is smooth
in thlS sense, it means that there is something systematic about
its failures. If, on the other hand, a theory is not smooth and -
requires a diverse range of different, unrelated auxiliary hypo-
theses to explain its failures, this suggests that "the theory is-

not headed in the right direction” 37)

That the good-making feature of smoothness has implications for-
change at the level of specific theories 1is obvious. When attemp-
ting to modify a specific theory in order to accommodate failures,f
the scientist must try to show that these failures can be covered ‘
by a single auxiliary hypothesis. The introduction of a range .
of nnrelated auxiliary hypotheses - for example, one for each
failure - must be avoided. In essence, Newton-Smith's require-
ment of smoothness seems to rule out ad hoc modification, or the’
introduction of ad hoe auxiliary hypotheses, to cope with

fallures.3 )

2.3.3.3.6 1Internal consistency

Newton-Smith (1981:229) argues that the grounds for including
the consideration of internal consistency in his set of good-
making features are a priori. Recall that Newton-Smith's con-

cern is with increased verisimilitude. If a theory is incon-

sistent/ . e .
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§i§tent it will contain every sentence of the theory's language.
No theory of verisimilitude would be acceptable that did not give
ihe lowest degree of verlslmllltude to a theory which contained
‘each sentence of the theory's language and its negation. It

‘follows that. internal inconsistencies must be avoided.

ﬁewton—Smith's argument for the inclusion of internal consistency

his list of good-making features applies without modification
tﬁféeneral ;heories as well as specific theories. It follows
that scientists involved in changes in specific theories will
EHShge these;thedries so as to eliminate internal consistencies,

and: ‘they will not change the theories in such a way that internal

Tncon51stenc1es are introduced.

Like-Newton-Smith, Laudan also claims that internal consistencies ad-

vérsely affect the merit of theories. According to him, internal in-

§6USistencies generate conceptual problems for this theory.39)

2.393.3.7 Compatibility with well-grounded metaphysical beliefs

\:»"

Newton-Smlth (1981:229) claims that "theory construction and

theory ch01ce are guided by certain very general metaphysical

ge‘lefs W}thln the category of well-grounded metaphysical be-
liefs he (19?1:230) includes not only topic-neutral principles
;ﬁht‘are appiicable to all areas of science, but also some with
épébific_content. An example of the former is the principle of
gheyacauSality of time, which precludes citing the mere time at
ybith?an event occurs as a causal factor in explaining why the
éyent décursl An example. of the latter is the principle from
bﬁyéiés which precludes postulating action at a distance. The
requ1rement of compatibility with well-grounded metaphysical be-

{iefs obv1ously applies at all levels of theories, including the

level of specific theories. Consequently, this requirement is
;leo.relevant to the appraisal of specific theories.

By
Ty

Newton-Smith's requirement of compatibility with well-grounded

general/ ...
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genefal metaphysical beliefs more or less corresponds to Laudan's
notion that tension between a theory and the prevalent worlad-
view‘can generate concéptual problems for the theory. However,
Laudén's notion is much more general. He (1977:61) not only in-
cludes metaphysical beliefs, but also beljefs from "logic,
ethics and theology". It is possible to regard Newton-Smith's
metaéhysical principles with specific content as corresponding
to the ontological principles of a research tradition, as distin-
guished by Laudan. Thus, Laudan (1977:79) regards the principle
proh;biting action at a distance - which Newton-Smith regards
as glmetaphysical principle with specific content - as a principle
beloﬁging to the ontological component of a research tradition.

2.3.3.3.8 Simplicity

Newton-Smith (1981:230-231) argues that although many scientists
and philosophers of science would include simplicity as a good-~
making feature of theories, the inclusion of this feature is in
fact problematic. Firstly, Newton-Smith points out that no one
has yet produced a criterion of relative éimplicity that success-
fully measures the simplicity of the theory as opposed to the
langLage within which the theory is expressed, or even the rela-
tive simplicity of different linguistic formulations of the same
theory. Secondly, he claims that it is not clear that -apparent
simplicity is a good indicator of long-term observational success.
However, Newton-Smith (1981:231) does present a pragmatic argu-
ment for the use of simplicity in contexts where the notion has
“hard content”: It is easier to calculate with simpler theories.

Newton-Smith's views on simplicity obviously apply to all levels
of theories, including specific theories. At the level of
specific theories, simplicity can thus be opted for in order to
make calculations easier, but it must not be seen as an indicator

of greater verisimilitude.

2.3.3.4/ ...
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2.3.3.4 The feedback mechanism

Newton-Smith‘(1981:269~270) claims that our rational model of
science must 'be dynamic, and not static. That is, one must
allow for changes in the method of science. He criticizes the

.4
models of Laudan, Popper, and Lakatos for being static. 0)

The method of science can change through the operation of the
feed-back mechanism, discussed by Newton-Smith (1981:231),
Assumptions about which factors ought to guide us in theory choice
ought to be assessed in the light of long-term success as

measured by the ultimate test - observational success. Failure

to make progfess in increasing observational success might lead

to a revisioh of the set of factors that function as fallible

indicators of likely long-term observational success.

2.3.3.5 The' role of judgment

!
In his model Newton-Smith (1981:232-235) assigns an important
role to non-fule-governed judgment in the scientific enterprise.
In essence, his position is that scientific method cannot be ex-
haustively specified in some articulated system of rules, if for no
reason otheréthan that there are cases in which the rules conflict.
As pointed out above, the good-making features may point in dif-
ferent directions. In such cases, the scientist has to exercise
his judgment?concerning the relative weight to be attached to the
conflicting features. In addition, there is the fact that it will
not always be clear whether one theory possesses a particular
good—making:feature to a higher degree than another. This fact

also calls for non-rule governed judgment.

Newton—Smitﬁ-(1981:270) points out that the inclusion of judgment
in his model is one of the factors that distinguishes his model
from Laudan's (and also Popper's and Lakatos'). As his (1981:
112£f.) discussion of Kuhn makes clear, by allowing for non-

rule governéd judgment Newton-Smith tries to accommodate, for

example/ « o .



-52-
Stellenbosch Papers in Linguistics, Vol. 14, 1985, 01-605 doi: 10.5774/14-0-98
example, Kuhn's observation that there is no algorithm which guides

the decisions of scientists.

Newton-Smith (1981:235) emphasizes that reliance on judgment is

a high-risk strategy. However, he adds that scientists are rare- .
ly in a situation in which they have "nothing to do" but to

follow their intuitions. '

2.3.4 Laudan versus Newton-Smith

2.3.4.1 Preliminary considerations

Against the background of the brief overviews of Laudan's and
Newton-Smith's models in §§ 2.3.2 and 2.3.3 above, it

is now possible to consider some of the conflicting claims made

by Laudan and Newton-Smith about theory appraisal in greater depth.
The main aim of this section is to isolate those issues related

to Laudan's and Newton-Smith's models which can, in principle,

be mosf fruitfully investigated in the light of the developmental
history of binding theory. Accordingly, the main emphasis is on
the considerations that guide the choice between specific

theories.

Before I can proceed with a discussion of the differences between
Laudan's and Newton-Smith's models, it is necessary to clarify the
notions 'empirical' and 'conceptual' employed in the following
discussion. Recall Laudan's distinction bétween‘empirical and
conceptual problems. He (1977:15) defines an empirical problem
as "anything about the natural world that strikes us as odd, or
otherwise in need of explanation“. Empirical problems are "first
order questions about the objects which constitute the domain

of any given science". A conceptual problem, according to Laudan
(1977:48), is "a problem exhibited by some theory or other".
Conceptual problems are "higher order questions about the well-
foundedness of the conceptual structures (e.g., theories) which

have been devised to answer the first order questions". Laudan

(1977/ P
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(1977:48) also emphasizes that there is in fact a continuum of
problems between "straightforward" empirical and "straight-

forward" conceptual problems.

Laudan's empirical-conceptual distinction may be reconstructed
as applying as follows to a specific theory, T, that belongs to

a research tradition, RTA.

a. A consideration which plays a role in the evaluation of 'I‘x is
empirical in nature if the consideration bears on
(1) tﬁe success of T, to solve the empirical problems in
its domain,
(ii) tﬁe failure of T, to solve the empirical problems in

its domain,

(iii) any inconsistency between T, and certain facts (that
is, Tx faces counterexamples).
b. A consideration which plays a role in the evaluation of T,
is conceptual in nature if the consideration bears on

(i) the relation between Ty and the'ontological component

of its research tradition, RTA,

(ii) the relation between T, and the methodological compo-
nent of RTA,

(iii) the relation between 'rx and gene%al metaphysical as-
spmptions that do not form part of RTA, religious be-

1iefs, etc.,

(iv) the relation between Txvand a theory T from another
research tradition, RTB’ which has a different domain
of inquiry,

1

v/ « . .
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(v) internal conceptual properties of T+ for example,
‘ambiguity, vagueness, inconsistency.

Let us put aside for the moment the differences which Laudan
claims exist between solving empirical problems and explaining

41) That is, let us assume that Laudan's statements about

facts.
solving empirical problems can be "translated" into statements

about explaining facts. Laudan's notion ‘'empirical' is one com-
monly found in the literature. The same is true for his distinc-
tion between empirical and other considerations that play a role

42) For instance, Laudan's distinction cor-

in theory evaluation.
relates exactly with Bunge's (1967b:347) distinction between
empirical and non-empirical criteria of theory evaluation. Em-~
pirical criteria, for Bunge, bear on the agreement of a theory
with observed facts. All other criteria are nonempirical for
Bungé. Bunge's nonempirical criteria include, for example, in-
ternal consistency, linguistic exactness, external consistency,
depth, testability, world-view compatibility. The similarity
witﬁ Laudan's conceptual problems should be obvious.

Newton-Smith (1981:8a) also distinguishes considerations dealing
‘'with the explanation and prediction of facts - that is, empirical
considerations in the sense defined above - from other

‘considerations.

(9) ". . . any model of science must leave room for the diffe-
rential assessment of theories in terms of their power to
avoid conceptual difficulties and not just in terms of their
power to predict novel facts and explain known facts" {the
italics are mine - M.S.}

Feyerabend, whose ideas are briefly discussed in § 2.3.5 below,
adopts a similar distinction. ﬁis (1981) review of Laudan's
book shows that he adopts the same empirical-conceptual
distinction as Laudan. Consider in particular Feyerabend's
(1981:60, fn. 3) discussion of the importance attached by vari-
ous other philosophers of science to conceptual problems.

of/ . . .
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Of special importance for the purposes of the present study is the
fact' that Chomsky adopts an ehpirical-conceptual distinction
similar to the one set out above. Textual evidence in support of
the claim that Chomsky adopts this distinction will be presented
during the course of the analyses in chapters 3 - 6. )

For the purposes of this study considerations which bear on

the success of a theory in explaining facts and making correct
predictions w111 then be distinguished from other considerations
which play a role in theory appraisal. In accordance with the
practice of Laudan and various other philosophers, the former
consideratio%s (but not the latter) will be regarded as

" empirical con31derations. The term "empirical success" will

be used to denote the success a theory has in explalnlng facts
and making qorrect predictions (or, in Laudan's terminology, its
success in solving empiricallproblems and avoiding anomalies).
Empirical success is thus the same as Newton-Smith's (1981:223-224)
observational success. Recall that Newton-Smith's notion ‘obser-
vational success' includes theoretical success, that is, success
in the generation of novel predictions, which themselves are
theoretical,. and of the explanation of accepted theories. Laudan
must also regard theoretical success, in Newton-Smith's sense,

as empiricallsuccess. Laudan (1977:15) acknowledges the theory-
ladenness of empirical problems. For Laudan, theoretical success
would then be success in solving an empirical problem with a

high theoretical content.

Following Laudan, the term "conceptual consideration” will be
used to reﬁer to the various nonempirical con51derat10ns that
play a rolegln theory appraisal. One of the questlons to be con-
sidered below in connection with these conceptual considerations
concerns thg relation between the various conceptual considera-
tions and the empirical success of a theory. It is interesting
to note that Laudan and Newton-Smith have different views on

this subject Laudan does not try to establish any link between
a theory's success in dealing with emplrlcal problems and its

success/ . . .
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success in dealing with conceptual problems. In particular, he
doe$ not claim that a theory's success in dealing with conceptual
problems gives any indication of this theory's likely long-term
success in dealing with empirical problems. For Newton-Smith,
however, the use of a particular conceptual consideration in
theory appraisal is justified only if it can be shown that this
conéideration does point to long-term observational success.

This difference between Laudan's and Newton-Smith’s views is
takén up again in § 2.3.4.4 below.

2.3.4.2 The role of truth in the scientific enterprise

One of the most important differences between Laudan's and Newton-
Smith's models that emerges from the overviews presented above,
concerns the role which truth must play in an account of the
scientific enterprise. Newton-Smith claims that truth is the

goal of science, and attempts to characterize the progressive-
ness of science. in terms of its truth-directedness. In contrast,
Laudan claims that if truth is taken as the goal of science, -
science cannot be shown to be either progressive or rational.
Aécordingly, he tries to characterize the progressiveness and

raﬁionality of science without reference to truth.43)

Laudan's claims about the possibility of constructing a truth-
independent account of the scientific enterprise have been
criticized on the grounds that his model has to appeal to consi-
deiations of truth on various points.‘q) Firstly, it has been ar-
gued that Laudan's notion of problem-solving effectiveness depends
on considerations of truth.‘s) Secondly, it has been arguéd that
Laudan's claim that a research tradition has an ontological com-
ponent becomes intelligible only on the assumption that science

is truth-directed.46)

Thirdly, it has been argued that the pro-
blematic status of conceptual problems, so strongly emphasized
by Laudan, can only be explained by reference to the truth-

7)

directedness of the scientific inquiry.4 Fourthly, it has been

argued that problem-solving does not in itself constitute a

rational/ . . .
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rational endtfor science, and that Laudan himself falls back on
the idea that science is truth-directed when he (1977:225) ar-
gues that the scientific enterprise is justified in terms of our

curiosity about the world and ourselves.48)

It seems that, in view of the criticisms mentioned above, one
“must conclude that Laudan has failed to establish his claim that
a truth—indeﬁendent account of the scientific enterprise is pos-
sible. Of course, it does not follow from Laudan's failure to
establish a truth-independent account of the scientific enterprise
that the truth-directed account of Newton-Smith is necessarily
correct. Hoﬁever, to the extent that certain aspects of Chomsky's
linguistics require an appeal to truth, this would support Newton-
Smith's view:over Laudan's. The question that must be considered
is then whether an adequate account of Chomsky’s rationality does
réequire an appeal to the truth-directedness of this enterprise.

1

2.3.4.3 The relative importance of empirical success

Laudan and Newton-Smith agree tha; conceptual considerations, in
addition to empirical considerations, play a significant role in
'theory appraisal. Thus Laudan (1977:45) claims that the solving
of conceptual problems "has been at least as important in the de-
velopment of science as empirical problem solving”. Newton-
Smith (1981:89) declares that ". . . any model of science must
leave room for the differential assessment of theories in terms
of their power to avoid conceptual difficulties and not just in
terms of their power to predict novel facts and explain known

facts".

When one considers the appraisal of general theories/research
traditions in the long run, an interesting difference emerges
between Laudan's and Newton-Smith's models. Recall that for
Newton-Smith observational success is the ultimate test of a
theory's merit. This means that in the final evaluation of a

theory (whenever that may be) empirical success is the only factor

that/ . e .
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thét determines its merit. In Laudan's model, conceptual conside-
rations are in all instances, thus also the long-term evaluation
of general theories, as important as empirical considerations.
Since our concern in this study is with changes in specific
theories that must be evaluated in the short-term, this particular
di%ference between Laudan's and Newton-Smith's views will not be

considered further.

As:regards the short-term evaluation of specific theories,
Laudan and Newton-Smith again agree that both empirical and con-
ceptual considerations play a role. It is not quite clear
whether there is any difference in the relative importance
assigned to these two types of considerations by Laudan and
Newtbn-Smith. What is clear, however, is that neither of them
cléims that in cases where empirical and conceptual considerations
aré in conflict, the empirical considerations must necessarily
ovérride the conceptual considerations. In Laudan's case, the
weight of the relevant empirical and conceptual problems would
have to be comparedﬂ In Newton-Smith's case, the scientist
would have to use his (non-rule governed) judgment to decide the

conflict.

In. the analyses presented below it will be determined for each
transition Tx - Tx+1 in the development of the binding theory
what role empirical and conceptual considerations played in the
transition. Of particular interest would be instances of con-
flict between empirical and conceptual considerations. The cru-
cial question about such conflict - if instances do actually
occur in the development of the binding theory - would be how

Chomsky resolved this conflict.

2.3.4.4 The status of the factors that play a role in theory

choice

Newton-Smith (1981:225) states that the factors relevant to

theory choice are not constitutive of a good theory. For him,

the goodness/ . e
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the goodnessiof a theory is constituted by its degree of verisimi-
litude. The factors are only fallible indicators of this good-
ness ({via its link with observational success). For Laudan, in
contrast, the factors relevant to theory choice - that is,
effectivenesé in solving empirical problems and avoiding anomalies
and conceptuél problems - are constitutive of a good theory.
Problem-solving effectiveness is not indicative of some other
property of é theory, which constitutes the goodness of the theory.
This difference between Laudan's and Newton-Smith's model bears in
an interesting way on the interpretation of the role which con-
ceptual considerations play in theory appraisal within the two
models. For?Newton—Smith, success in avoiding conceptual diffi-
culties is relevant to theory choice only because such success is
indicative of likely 1ong-£erm observational success. If a par-
ticular concéptual consideration is not indicative of long-term
observational success, it is not relevant to theory appraisal.
Given the link which Newton-Smith claims to have established be-
tween observational success and verisimilitude, he can thus justi-
fy the role of conceptual considerations by referring to the
truth-directedness of science. For Laudan, on the other hand,
avoiding conceptual difficulties is in itself a goal of science.
That is, success in avoiding conceptual éroblems is constitutive
of a good théory.‘ Laudan (1977:123) explicitly denies that
problem-solving ability has any direct connection with truth.

One of the main points of criticism levelled at Laudan's model

is precisely.that he cannot explain the importance of conceptual
considerations in theory appraisal without referring to the truth-

directedness jof science, thus rendering his model incoherent.49)

Against this'background the question arises whether Chomsky re-
gards the various considerations that determine theory choice as
indicative of truth (or something else), or whether he regards
them as being in themselves constiﬁutive of a good theory. 1In
order to ansger this question, the justification which Chomsky

provides for the relevance of each consideration (in so far as

he does/ - e .
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v

he’ does explicitly comment on the matter) will have to be
anélyzed.

2.3.4.5 The importance of the general theory for the development

of specific theories

Laudan's distinction between a specific theory and a general
théory/research tradition is crucial for his account of

the appraisal of specific theories. One of the influ-

enées of a research tradition on its associated specific Eheories,
aé?ording to Laudan (1977:86-88), is that the research tradition
strongly influences the range and weight of the empirical and con-
cebtual problems with which its specific theories must deal.so)
The generation of conceptual problems is particularly significant.
Laﬁdan (1977:88) claims that "the bulk of conceptual problems
which any theory may face will arise because of tensions between

that theory and the research tradition of which it is part".

While Newton-Smith (1981) recognizes the distinction between
geheral and specific theories, this distinction is not built into
his model for theory appraisal. Consequently, unlike Laudan,
Newton-Smith does not single out conceptual difficulties generated
by a general theory as a particularly important factor in the
appraisal of specific theories. This does not mean that Newton-
Smith fails to recognize the type of conceptual considerations
which Laudan characterizes as arising from conflict between a re-
search tradition and its associated specific theories. For in-
stance, as arqued in § 2.3.3.3.7 above, Newton-Smith's
metaphysical principles with specific content correspond to the
principles Laudan identifies as belonging to the ontological com-

51) Just as conflict between a

ponent of a research tradition.
spécific theory and the ontological component of its research
tradition creates a concepthal difficulty, so does conflict be-
tween a specific theory and a metaphysical principle with speci-
fié content. However, unlike Laudan, Newton-Smith does not single
out such conceptual difficulties as of particular importance in

the appraisal of specific theories.

Given/ . . .
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Given the background sketched above, it would be interesting to
determine whether conceptual considerations related to Chomsky's
general theory/research tradition play a particularly important
role in the choice of each version Tx+1 of the binding theory

over the preceding version T, .

If it should bé found that the majority of the conceptual consi-
derations that play a role in the appraisal of the various stages
in the development of binding theory is related to Chomsky's re-
search tradition, it would point to a shortcoming of Newton-
Smith's model,' a shortcoming that follows from the fact that he
has not explicitly built the distinction between general and

specific theories into his model for theory appraisal.

2.3.4.6 The rBle of normative difficulties

Laudan (1977:5%) claims that tension between a scientific theory
and the methodological theories of the relevant scientific com-
munity can generate external conceptual problems for the theory.52
In fact, he (1977:58) claims that the norms of scientists (for
example, norms, about how science should be performed, about what
counts as an adequéte explanation, about the use of experimental
control) “have.been perhaps the single major source for most of
the controversies in the history of science, and for the genera-
tion of many of the most acute conceptual problems with which
scientists have had to cope"”. Research traditions consist in
part of a set of methodological "do's and don’ts“.53y It follows
that the concgpﬁual problems generated by a research tradition
for its speciﬁic theories will include normative difficulties.
Laudan's theory thus embodies the claim that normative diffi-
culties play an important role in the appraisal of specific

theories. .
Newton~Smith's model makes no explicit provision for the elimina~
tion of such normative difficulties as a factor that influences

theory appraisal. That is, Newton-Smith does not recognize the

avoidance/ . ..
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avoidance of normative difficulties as a fallible indicator of
long-term observational success.

T%e question naturally arises what role normative diffi-
cﬁlties play in the development of binding theory.

I% it should be found that such difficulties does indeed play
ah important role, then it would indicate a shortcoming in

Néwton-Smith's model.

2.3.4.7 The role of non-rule governed judgment

Néwton—Smith (1981:232-235) argues that non-rule—governéd judg-
mént plays a crucial role in the scientific enter-

piise. He (1981:225) explicitly denies that his goodmaking
features are algorithms that can be mechanically applied. 1In
cértain cases the various features may not clearly point to the
superiority of one theory over another. In such cases the

scientists would have to exercise their judgment.54)

In contrast, Laudan does not provide a role for such judgment in
theory evaluation. 1Instead, his model entails that there is a
calculus of theory choice. Laudan (1977:127) argues that the
“workability" of the problem-solving model is its greatest vir-
tue.  That is, Laudan claims that his model is workable as a
calculus, one which would allow disputed cases of theory choice
tq be settled in terms of the rules of theory appraisal. Ob-
viously, this can only be done if the counting and weighting of

problems and problem solutions can be done on the basis of rules.

Laudan's claim about the workability of his model has been severe
ly criticized. One of the main criticisms is that there are

serious difficulties with the individuating, counting, and

55)

weighting of both empiricél and conceptual problems. These

criticisms not only establish that Laudan has as yet failed to P

justify his claim that his model is workable as a calculus, but theﬁ

also raise serious doubts as to whether a calculus of problem-

sdlving effectiveness is at all possible.56)

An important/ ...
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An important gquestion to consider in the proposed reconstruction
of Chomsky's?rationality, is then whether non-rule governed
judgment plays a role in theory appraisal within Chomsky's
linquisticsti If it should be found that such judgment does play
a role, then: this fact would provide support for Newton-Smith's
ciaim that nén—rule governed judgment forms an integral part of
theory appraisal. At the same time, such a finding would further
undermine Laudan's claim that there is a calculus for determining

the relative success of theories.

2.3.4.8 The.impOrtance of ad hocness

According to Laudan (1977:114ff) there is nothing wrong with
modifying a theory - for example, through the introduction of an
auxiliary hybothesis - in such a way that it overcomes just one
empirical failure. The only condition for such a modification is
that the modification must not give rise to conceptual problems
that weigh more than the solved anomaly. Laudan thus rejects

the idea th;t ad hoc theoretical modifications - that is, modi-"
fications that lack independent testability and/or independent

justification - are objectionable.

Newton-Smith's position on the ad hocness of devices introduced
to protect a theory from potential negative evidence is somewhat
more comple#. In his (1981:70-76) discussion of Popper's views
on ad hoc hypotheses, Newton-Smith stresses that it is not pos-
sible to place a ban on auxiliary hypotheses that are without
independent justification or independent testability. Newton-
Smith (1981:73) argues that independent testability cannot be
determined. * As regards independent justification, he points out
that there ére many instances where scientists do introduce
hypotheses which lack independent justification. Newton-Smith
(1981:74) outlines the strategy that should be followed in
distinguishing between "good moves" and "“bad moves" in immuni-

zing a theory as follows:

(10) /
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{10) "We look at the positive evidence for the theory. We may
! have such good reasons for believing in the truth of a
theory that those reasons provide a ground for thinking
that the immunizing hypothesis is true. That is, the only
! viable means of distinguishing between good and bad moves
in this context is by reference to a positive doctrine of
evidence."

These remarks indicate that Newton-Smith has no objection to an
auiiliary hypothesis that serves only to immunize a theory from
potential counterevidence, and is thus without independent jus-

tification.

Herver, when one considers the implications which Newton-Smith's
criterion of smoothness has for specific theories, then it is
obvious that Newton-Smith must value modifications or auxiliary
hypotheses which cover more than one failure higher than those
which cover only a single failure. As is explained in §
2.3.3.3.5 above, since smoothness is a factor in the appraisal
of general theories, scientists must attempt to cover as many
failures as possible by-a single modification or auxiliary hypo-
theéis. Modifications or auxiliary hypotheses that serve to
explain only one failure each thus adversely affect the smooth-
ness of the theory. For Newton-Smith, then, a modification or
auxiliary hypothesis which is independently justified in the
sense that it covers more than one failure of the theory is more
higﬁly valued than a modification or auxiliary hypothesis which

covers only one failure.

In éum, then: Neither Laudan nor Newton-Smith rules out the

use .of modifications or. auxiliary hypotheses which are ad hoc,

in the sense that they serve only to cover a single failure of

a theory. However, Laudan and Newton-Smith differ in the claims
which they make about the merit of such modifications and auxi-
liary hypotheses compared to modifications and auxiliary hypotheses
which have independent justification. Laudan claims that modifi-
cations and auxiliary hypotheses with independent justification

are not preferable to those without such justification. Newton-

Smith/ ..
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Smith claims:that a modification or auxiliary hypothesis which

has a measure of independent justification, in that it covers a
number of failures, is preferable to a modification or auxiliary
hypothesis which covers only one failure. This difference between
.Laudan and Newton-Smith can also be characterized in terms of

_ the notion ‘'generality'. While Newton-Smith values modifications
or auxiliary.hypotheses which are general more highly than those
which are not, Laudan does not differentiate between modifications

and auxiliary hypotheses which are general and those which are not.

It is then ndt only important to ask whether a scientist actually
makes use of ad hoc modifications and ad hoc auxiliary hypotheses,
which each cévers only one failure of the theory that they are pro-
tecting. Rather, the crucial question is whether, while using

such ad hoc modifications and ad hoc auxiliary hypofheses, the
scientist concerned nevertheless prefers modifications and auxi-
liary hypothéses which have some independent justification, at
least in the ,sense that they cover more than one failure of

the theory.

2.3.4.9 Simplicity as a criterion in theory appraisal

Newton-Smith explicitly rules out the use of simplicity as a factor
relevant to theory appraisal, except in so far as simplicity makes

37) In contrast, nothing in Laudan's model

calculations easier.
rules out the use of simplicity in theory appraisal. The desira-
bility of simplicity in a theory could follow either from a ﬁetho—
dological or 'an ontological principle of a research tradition, or
even from the prevailing world-view. Given this difference be-
tween Laudan's and Newton-Smith's models, the question naturally
arises what role, if any, simplicity plays in theory appraisal in
Chomsky's linguistics, and the development of binding theory, in

particular.

2.3.4.10/ « . .
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2.3p4.10 Solving problems and explaining facts

-Lauaan (1977:15-17; 22-26) insists that "the solving of problems"
is ﬁot the same as "the explaining of facts". He mentions va-
riops differences which he claims exist between solving problems
and explaining facts. The main differences are as follows.
First, a theory may solve a problem so long as it entails even an
approximate statement of the problem, while an explaining theory
must entail an exact statement of the fact to be explained.
Seqbnd, in determining whether a theory solves a problem, the
trth or falsity of the theory is irrelevant, while an explaining
thePry must be either true or highly probable. Third, what counts
as a solution to a problem will not necessarily be regarded as
such at all times, while an adequate explanation of any fact must
be regarded as always having been such. There are also important
dif%erences between facts or states of affairs on the one hahd,
and. empirical problems on the other. First, a problem need not
describe a real state of affairs to be a problem. All that is
‘requiréd is that it be thought to be an actual state of affairs
by someone. Second, many facts about the world do not pose empi-
rigal problems because they are unknown. Third, a known fact
constitutes an empirical problem only if there is a premium on
solving it. Fourth, problems recognized aé such at one time can
cease to be problems later, while facts cannot undergo this sort

of transformation.

Given these differences, statements about problem-solving cannot
be translated into statements about the explanation of facts.

At this point there is then a potentially interesting contrast
between Laudan's and Newton-Smith's models. For Newton-Smith,
unlike Laudan, claims that theories must be seen as explaining
facts. The notion of explaining facts forms a crucial part of

>8) However, in

Newton-Smith's notion ‘observational success'.
spite of the potential interest of this contrast between the two
modéls, it is highly unlikely that the present study will throw

" any light on the alleged differences between solving problems and

explaining/ . . .
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explaining facts. Qarious reviewers‘have raised principled ob-
jections to the possibility of counting and weighing empirical
problems 59) Also, objections have been raised at some of
’Laudan s claims about the differences between solving problems

and explainlng facts. 60)

- In view of the principled nature of the objections levelled at
Laudan's distinction between solving empirical problems and ex-
plaining facts, the potential consequences of this distinction
will be ignored in the analyses presented below. The “explain”-

terminology will be used throughout.

2.3.4.1 Thejpossibility,of changes in the criteria of theory

evaluation
——

Newton-Smith (1981:221-223; 269-270) places great emphasis on
the fact that scientific method evolves. While he (1981:269)

does not believe that there has been an evolution in the geals
of science, he claims that the principles of theory comparison
have changed through time. Such changes take place under the

regulation ofithe feedback mechanism of the ultimate test, ob-
servational sdccess. Failure to make progress in improving ob-
sefvational success in the long run may lead to changes in the

set of criteria used for appraising theories.

Nthon—Smith (1981:270) contrasts his model on ehis point with
those of Popper, Lakatos, and Laudan. He claims that their mo-
dels of science are static, in that they do not allow for the
evolution ofvmethod. As regards Laudan, at least, I believe
.that Newton-Smith is overstating his case.®")  Laudan (1977:130)
considers the problem "how we can, with the philosophers, continue
to talk normatively about the rationality (and irrationality) of
theory choices in the past, while at the same time avoid the
grafting of anachronistic criteria of rationality onto these
episodes?"' He goes on to claim that his model "resolves part of
that difficulty by exploiting the insights of our own time

about/ . .
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about the general nature of rationality, while making allowances
for the fact that many of the specific parameters which consti-
tute rationality are time- and culture-dependent”. On the one
hénd, Laudan insists that for all times and for all cultures,
rétionality consists in accepting those research traditions which
have the greatest problem-solving effectiveness. On the other
hénd, Laudan (1977:130-1) claims that "the model also insists that
wﬁat is specifically rational in the past is partly a function of
t}me and place and context. ~The kinds of things which count as
empirical problems, the sorts of objections that are recognized
a% conceptual problems, the criteria of intelligibility, the
standards for experimental control, the importance or weight as-
signed to problems, are all a function of the methodological-

normative beliefs of a particular community of thinkers."

Tbese remarks by Laudan clearly show that Laudan's model does al-
lbw for certain changes in the criteria of theory evaluation.
Newton-Smith is thus wrong in claiming that Laudan's model has

no "dynamical factor". It is not even clear that the two models
differ with respect to the radicality of the change in method
Wwhich they allow. Recall that Newton-Smith does not believe

that the goal of science has evolved. For him, change in method
must thus consist in a change in the set of good-making

features. An example of a fairly radical change would be the ex-
clusion of one of the good-making features from this set. For
ekample, the criterion of compatibility with well-grounded meta-
physical beliefs could be excluded. While Laudan stresses the
overall importance of conceptual considerations in theory develop-
mént, it is quite compatible with his model that scientists
working within a certain research tradition do not take concep-
tual problems generated by tension with metaphysical beliefs in-
to account. Consider in this connection Laudan's (1977:131)
discussion of the modern view that science is independent of
theology and metaphysics. He stresses that this view is of re-
létively recent origin. Earlier, however, it was rational to

take such external conceptual problems into account.62)

It is/ . . .



Stellenbosch Papers in Linguﬁ&,—\/ol. 14, 1985, 01-605 doi: 10.5774/14-0-98

It is then no; at all clear that there is any real difference
between Laudah's and Newton-Smith's views on the possibility

of change in the criteria of theory appraisal. However, given
that Laudan'sland Newton-Smith's models differ from earlier
models (such Es those of Popper and Lakatos) in that they allow
for changes ih method, it is still of interest to ask whether the
developmental history of binding theory provides any evidence
that Chomsky'ﬁ criteria of theory appraisal have changed since
the early seventies. ' Of course, the history of binding theory
covers a relaﬁively short time-span, namely ten yéars. If this
history were ﬁo provide no evidence of changes in Chomsky'é
method, one would certainly not be entitled to use this as evi-
dence against;Laudan's and Newton-Smith's claims about the possi-
bility of evo;ution in scientific method. The main reason for
considering pbssible changes in Chomsky's method is Chomsky's
recent appealg to linquists to adopt a certain style of inquiry,
the so-called: "Galilean style". This point is taken up in

§ 2.4 below. '

2.3.5 Feyerabend-versus Laudan and Newton-Smith

Among those philosophers who study scientific method and
scientific rationality, Feyerabend has a special status.
Feyerabend argues that there is no such thing as a method of
science in the sense of a system of exceptionless rules which
infallibly guide scientists in making theory choices. Moreover,
Feyerabend argues that the adoption of any particular set of ex-
ceptionless rules would have the effect of impeding scientific
progress. Acéording to Feyerabend science is not a rational af-
fair as, for example, Popper and Lakatos claim it to be. Conse-
quently, science ought not to have the special status which it

does have in our society.

At first sight Feyerabend's views appear to be completely irre-
concilable with those of Laudan and Newton-Smith, both of whom
believe in the existence of a method of science and who try to

articulate the rules which guide scientists in their theory

choices/ . . .
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choices. The aim of the present section is to outline some of the
issues on which Feyerabend is in agreement with Laudan

aéd Newton-Smith. The guestion that must be answered is whether
there are any differences between Feyerabend's views and those

of Laudan and Newton-~Smith which can fruitfully be examined with-
in the context of the present study. The main emphasis will be
o% Newton-Smith's views. Naturally, what follows is not meant

to be a complete overview of Feyerabend's views on science.64)

It was argued in § 2.2 above that Newton-Smith and Feyerabend
a#e in agreement about what is involved in providing a rational
aécount of the actions of an individual scientist. Specifically,
té provide a minirat account of the actions of an individual
scientist, in Newton-Smith's sense, is the same as providing an
aécount of the actions of an individual scientist in terms of
Feyerabend's anthropological approach. Textual evidence was
presented in § 2.2 that Feyerabend does indeed regard the latter

type of account as being rational.ss)

If Feyerabend and Newton-Smith are in agreement with respect to
the rationality of an individual scientist, thenlthe question
afise; how their views on the rationality of science in general
differ. To put it differently: How does Feyerabend's views on
the possibility of a method of science compare with Newton-
S@ith's views? To answer this question, it is necessary to con-
sider in broad outline Feyerabend's views on scientific method.
The following account of Feyerabend's views is based on Against
method (1975), and Science in a free society (1978).

Féyefabend (1975:23) argues against the existence of "firm, un-
changing, and absolutely binding principles for conducting the
business of science". Instead, he claims that "given any rule,
however 'fundamental' or 'necessary’' for science, there are al-
ways circumstances when it is advisable not only to ignore the
rule, but to adopt its opposite". Feyerabend (1978:127) ex-

plains the rationale behind his famous slogan "anything goes"

as follows/ . . .
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i5i;as follows:

(11) ". . . if you want advice that remains valid, no matter
what, then the advice will have to be as empty and inde-
flnlte as 'anything goes'

The following passage by Feyerabend (1978:32) provides such a
~clear account of his position on rules of method, that I quote
“it in full.

(12) “The limitation of all rules and standards is recognized
by naive anarchism. A naive anarchist says (a) that both
absolute rules and context dependent rules have their
limits and infers (b) that all rules and standards are
worthless and should be given up. Most reviewers regard
me as a naive anarchist in this sense overlooking the
many passages where I show how certain procedures aided
scientists in their research. For in my studies of
Galileo, of Brownian motion, of the Presocratics I not
only try to show the failures of familiar standards, I
also try to show what not so familiar procedures did ac-
tually succeed. I agree with (a) but I do not agree with
{b). I argue that all rules have their limits and that

_ there -is no comprehensive ‘'rationality', I do.not argue
that we should proceed without rules and standards. I
.also arque for a contextual account but again the contex-
tual rules are not to replace the absolute rules, they
are to supplement them."66)

‘In a similar passage Feyerabend (1978:164) states that he does
not want to'ellmxnate rules or to show thelr worthlessness. His
intuition is rather "to expand the inventory of rules . . ."

When one considers Newton-Smith's views on scientific method, it
immediately becomes obvious that he does not hold the views cri-
ticized by Feyerabend. Specifically, Newton-Smith admits that
method changes, and that there are no absolutely binding and
exceptionless rules which guide scientists. Like Feyerabend,
Newton-Smith tries to expand the inventory of rules. Consider

in this connection Newton-Smith's attempt to include a variety

of conceptual factors in his list of good-making features of

theories.

As the/ . . .



Stellenbosch Papers in Linguistics, Vol. 14, 1—9%3,—01-605 doi: 10.5774/14-0-98

és the discussion by Newton-Smith (1981:128ff) makes clear, the
real difference between Feyerabend and Newton-Smith lies in

their interpretation of the consequences of the above-mentioned’
facts about theory appraisal. Feyerabend assumes that the ratio-
nalist is committed to believing in unchanging, exceptionless
algorithmic principles of comparison. He thus concludes that
there is no system of rules which ought always to guide scientists
in making theory choices, and that to adopt any particular set of
'gules would have the effect of impeding scientific progress. New&
Smith assumes that the rationalist is not committed to the exis-
tence of unchanging, exceptionless algorithmic principles of
comparison. Instead, the rationalist assumes that the rules for
theory comparison are inductive rules which advise scientists as
to which of a pair of rival empirical theories it is better to
adopt in the face of available evidence. Unlike Feyerabend, then,
Newton-Smith does not conclude from the facts about theory ap-
éraisal set out above that there is no scientific method.

!

Newton-Smith (1981:134) provides the following neat summary of
the conflict between Feyerabend's position and his own rationalist
bosition.

{(13) "Thus Feyerabend's easy defeat of a straw man (the rationa-
. list who believes in infallible exceptionless rules) is
construed by him as a victory over a real man (the ra-
tionalist who believes in general guiding fallible prin-

ciples of comparison) who is in fact enlisted in the
battle with the straw man!"”

hccording to Newton-Smith (1981:129), the "believer in scientific
hethod“, orlthe rationalist, admits that the rules of theory ap-
praisal have a high risk factor, and that they may on occasion
boint in the wrong direction. The crucial gquestion is not whether
a particular rule or set of rules has ever led us wrong. The
crucial question is whether it led us wrong more often than not.67
Also, the believer in method admits that the principles may on

occasion point in different directions (Newton-Smith 1981:130).

Precisely/ . . .
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4?§récisely because he does not believe that there are unchanging,
“lexceptionless algorithmic rules of theory appraisal, Newton-
Smith (1981:232ff.) makes provision for the role of non-rule
_governed judgmént in theory appraisal. It is interesting to note
" that Finocchia;o(1980:200)argues that Feyerabend's phrase
"anything goesf may be interpreted as expressing the fact that
such judgment plays a role in science. Finocchiaro (1980:150)
afgues that judgment, which cannot be covered by generalizations,
" forms part of Galileo's work. He (1980:156) claims that Galileo's
method is "judgmental: it is not a method‘in the sense in which
some people conceive of method, namely as an infallible rule".
Instead, "it offers no guarantee". In commenting on Feyerabend's
- views, Finocchiaro (1980:157) claims that “. . . Feyerabend's
anarchism may:be regarded as an extreme formulation of the . . .
methodology of science which I am supporting here and which
emphasizes a move away from method and in the direction of

judgment".

What remains unclear is whether Feyerabend would admit that
there is a method of science in Newton-Smith's sense, i.e., in
the sense of there being general fallible rules which gquide
scientists in making their theory choices. And if so, what would
these fallible rules be in the case of contemporary science,
according to Feyerabend? In the absence of clear answers to
these questions, it is not possible to determine precisely what
differences there are between Feyerébend's views and Newton-
Smith's views: It seems clear, however, that there are no clear
differences between their views on scientific method which could
fruitfully beﬂinvestigaéed within the context of the present

>
study.

Given the absence of interesting relevant differences between
Newton-Smith's and Feyerabend's views, there is little point in
considering in any great detail the differences between Laudan's
and Feyerabend's views. There definitely are greater differences
between. Laudan's and Feyerabend's views than there are between

Newton-Smith's/ . . .
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Newﬁon-Smith's and Feyerabend's views. Laudan claims that problen-
solving effectiveness is a universal and time-independent criterion
for theories. He also assumes that the rules for theory choice
are algorithmic, and he makes no provision for non~rule governed
ju&gment. However, Laudan does allow for changes in the rules

for theory appraisal, and makes provision for a very wide range
ofjfactors to play a role in theory appraisal, including, for
exémple, the prevalent world-view, religious beliefs, and so on.
Even in Laudan's and Feyerabend's case, then, the differences be-
tween their views which can be highlighted with the aid of a

case study such as the present one may be very limited.

Tofconclude this brief overview of Feyerabend's claims about
science, let us briefly consider his claims about the importance
of .rhetorical factors in the scientific enterprise. In his
anélysis of Galileo's work, Feyerabend isolates a number of
rhetorical factors which featured in Galileo's work. These in-~
clude deceptive tactics, utterances which are arguments in ap-
pearance only, propaganda, and psychological tricks.ea)
Suppose Feyerabend is correct in claiming that such rhetorical
factors play an important role in scientists' attempts to persuade
others to adopt their theory choices. It is not quite clear

what would follow. from this fact. 1In his critical discussion of
Feyerabend's views, Finocchiaro argues that it would be wrong to
conclude that science is irrational. According to him (1980:191)
rhetorical factors "are by themselves merely alogical, and they
must be judged by their own criteria". Finocchiaro (1980:200)
also claims that Feyerabend's "propagandistic-manipulative inter-
prétation of scientific rationality may be taken as being it-

self a rhetorical exaggeration of the truth that rhetorical per-
suasion has an important role". The mere fact that rhetorical
factors play a role in the scientific enterprise does not under-

mine the claim that science is a rational affair.

Newton-Smith also argues that even if it can be warranted that

propaganda, etc., plays a role in science, this would not force

him/ . . .
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him to give up his rationalist position. He (1981:141} comments

as follows on this issue, with specific reference to Feyerabend's

analysis of Galileo's tower argument.

(14) ". . . the rationalist will not be particularly interested
in the claim, even if warranted, that Galileo succeeded
only because of rhetoric, persuasion and propaganda. His
claim is not that these never play a role but that a ra-
tional case can be reconstructed. He will argue that the
rational case is to be construed through showing that
this re-construal of the motion of the ball and the tower
is justified in virtue of the fact that it is part and
parcel, of a general theory of motion superior to the pre-
Copernican one." :

As was pointgd out above, both Laudan and Newton-Smith allow for
a very wide Qariety of factors to play a legitimate role in
theory choice. In this respect their models differ from the
models of, fbr example, Popper and Lakatos. Against this back-
ground, it is very interesting to consider in more detail
Feyerabend's, claims about the importance of propaganda in deter-
mining the  success of theories. He (1978:214) states that pro-
paganda can be understood in one of two ways:

(1) Propaggnda can consist of "external" moves in favour of a

theory. which conflicts with "internal” standards.

(ii) Propaganda can also consist of "misleading accounts which
suppress difficulties in order to create a better press

for some theory".

Feyerabend (1978:214) claims that he has shown "that Galileo used
and had to use ‘propaganda' in the sense of (1) {= (i) - M.S.} if
we choose the usual 'internal' standards (up to and including
Lakatos)". He claims that Galileo also made use of propaganda

of the second type.

As regards the first type of propaganda, Feyerabend (1973:214)
makes the following important remark on what counts as propaganda.

(1sy/ . . .
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(15) "Of course, if we choose different kinds of standards,

; for example if we permit standards to change, in an oppor-
tunistic manner from one case to the next, then the
‘propaganda’ turns into reason."

A; was pointed out above, the range of internal factors identi-
fied by Laudan and Newton-Smith is much wider than the internal
f%ctors to which Feyerabend (1978:214) refers. Also,Newton-
Smith (and to a lesser extent Laudan) allows‘for standards to
vary from time to time, and from scientist to scientist. Much
of what would count as propaganda in terms of, for example,
P?pper's and Lakatos' models would then not be propaganda rela-
tive to Laudan's and Newton-Smith's models. Given Laudan's and
Newton-Smith's extended models of scientific rationality,
Féyerabend's claims about the use of propaganda of the first
type lose much of their force.

However, it would still be interesting to consider whether
scientists make use of propaganda of the second type distin-
guished by Feyerabend, and of other rhetorical devices which are
consciously and deliberately used with the intent to mislead.
Fhe expression "rhetorical trick"” may be used to refer to such

rhetorical devices.

One of the questions to be asked about Chomsky's work on binding
theory will then be to what extent he makes use of such rhetori-
cal tricks to persuade others to accept his theory choices.

Note that no attempt will be made to provide a comprehensive
a?count of the rhetorical aépect of Chomsky's work. Attention
will only be paid to rhetorical tricks, in the sense outlined
above.

\

2.3.6 Analysis of the various steps in the developmental

history of binding theory

In 8§ 2.3.2 - 2.3.5 a number of methodological issues have been

isolated on which a case study such as the one proposed here can

in principle/ . . .
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in principle throw some light. These issues are: (i) the role of
truth in an éccount of the scientific enterprise; (ii) the rela-
tive importance of empirical and conceptual considerations in
theory choice; (iii) the status of the considerations which
.play a role fn theory choice; (iv) the role of conceptual con-
_siderations related to the associated general theory/research
tradition in?the appraisal of specific theories; (v) the role
-of normative;difficulties in the development of specific theories;
(vi) the role of non-rule governed judgment in theory choice;

(vii) the imﬂortance of independent justification for modifica-
tions and auxiliary hypotheses introduced to proﬁect a theory
from potentiél negative evidence; (viii) the role of simplicity
in theory choice:; (ix) the possibility of change in the con-
siderations which gui&e theory choice; (x) the role of rhetori-
‘cal factors in the presentation of theory choices.

‘Against this background it is possible to formulate a number
of specific questions that should be asked about each change
Tx + Tx+1 which Chomsky made to binding theory. Only by paying
attention to these qguestions when describing the developmental
history of binding theory can one ensure that the resultant

description will be "rich" enough to fulfil its intended role.

(16) (a) What are the actual considerations on the basis of
which Tx

'

+1 1s chosen over T ?

1 X

. (b) For each consideration C that played a role in the
choice of Tx+1: Is C an empirical or a conceptual
consideration?

(c) Dbes '1‘x+1 have greater empirical success than Tx?

(d) Do the empirical and conceptual considerations rele-
vant to the choice of Tx#1 over Tx point in different
directions? 1If so, how does Chomsky resolve the

conflict?

e}/ . . .



-ro-
Stellenbosch Papers in Linguistics, Vol. 14, 1985, 01-605 doi: 10.5774/14-0-98

(e) Are there any aspects of the transition Tx - Tx+1

that can be explained only on the assumption that
Chomsky's lingquistics is truth-directed?

(f) For each conceptual consideration C that played a role

. in the choice of Tx+1:

generated by tension with a principle belonging to

Is C a conceptual difficulty
Chomsky's general theory/research tradition?

(g) For each conceptual consideration C that played a role. -’

in the choice of T Is C a conceptual difficulty

x+1°
generated by tension with the methodological norms

of Chomsky's linguistics?

(h) Does the change of T, to T ..

without independent justification) modification of Tx

constitute an ad hoc (i.e.,
in the face of failure?

(i) Do considerations of simplicity play any role in the

choice of T over T ?
X x

+1
.{j) What role, if any, does non-rule governed judgment play

in the choice of Tx

over T ?
+1 X

(k) Has there been any change in the considerations on

the basis of which T is chosen over Tx' compared to

xX+1
the considerations on the basis of which chronological-

ly earlier choices were made?

(1) Does Chomsky make use of rhetorical tricks to persuade

others to accept the choice of Tx over Tx?

+1

2.4 The "Galilean style of inquiry”

In several recent works - for example, (Chomsky 1978a:9-10;
1980a:24, 218) - Chomsky argues that linguists should adopt a

specific/ . . .
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specific style of inquiry, the so-called "Galilean style of in-
quiry". The aim of § 2.4 is to determine what the main features
of this style of inquiry are. Having identified the main fea-
tures of this:style of inquiry, it will then become possible to
determine to what extent Chomsky's work on binding theory was con-
ducted in this specific style.

Botha (1982a) contains an interesting analysis of various aspects

of Chomsky's claims in this connection, including the main com-
ponents of Chomsky's arguments for the adoption of this style

of inquiry, Chomsky's attempt to give a metascientific characteri-’
zation of the "Galilean style", the relation between Chomsky's
conception of the "Galilean style” and the views held by philo-
sophers and h#storians of science on Galileo's method(s) of in-
quiry, and so on. The following exposition of what constitutes

the "Galilean style" of inquiry draws heavily on (Botha 1982a).

In his analysis of Chomsky's attempt at giving a metascientific
characterization of the "Galilean style", Botha (1982a:5-6) identi-
fies three medhanisms of this style of inquiry, as seen by
Chomsky (1978a:9; 1980a:8, 218).%%) The first mechanism is
abstraction. .Inquiry in the "Galilean style" entails the con-
struction of abstract models. The second mechanism is mathe-
matization. fhese abstract models are of a mathematical nature.
The third mechanism is epistemological tolerance. The abstract,
mathematical models are in some sense more real than the ordina-
ry sensations of scientists. This third mechanism entails that
scientists should adopt a tolerant attitude to empirical inade-
quacies exhibited by a theory - hence the name "epistemological
tolerance”. As Botha (1982a:12) explains, epistemological tole-
rance complements the use made of abstraction and idealization
in defining the scope of a theory. If not all problematic

data need to be explained by a lingquistic theory, then not

all lingquistic data can constitute real negative evidence for

this theory.

One of/ . . .
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Oﬁe of Botha's (1982a) main conclusions is that Chomsky's notion.
o§ the "Galilean style" is not itself adequate as a conceptual
tool for gaining a better understanding of the way in which in-
70) Botha
(1982a:9, 13) arques that both abstraction and epistemological

quiry in generative grammar is currently conducted.

tolerance have been characteristic of generative grammar, and
Chomsky's work in particular, for many years. Neither of these
can thus be the sole defining property of the "Galilean style" of
inquiry as a new mode of linguistic inquiry. As regards mathe-
métization, Botha (1982a:10) argues that mathematical éoncepts
play no significant role in the construction of Chomskyan lin-
guistic theories. Consequently, mathematization cannot be a de-

fining property of the "Galilean style" in linguistics.

Botha (1982a:42) argues that it is possible to use the expression
"the Galilean style" in a more liberal way with specific reference
to Chomskyan linguistics. If the historical implications of the
expression were "not taken too seriously", then it is possible

to conceive of the mode of inguiry characterized in (17) as

"the lar Galilean style of linguistic inquiry".

(17) (a) To make progress in the scientific study of language
(and mind), we should set, as the fundamental aim of
inquiry, depth of understanding in restricted areas

- and not gross coverage of data.

(b) To get serious inquiry started, we should make radical
abstractions and idealizations in defining the initial

'scope of the ingquiry.

(c) To capture the desired understanding or insight, we
need unifying, principled theories deductively removed
(perhaps far removed) from the primary problematic
data.

(d) To keep up the momemtum of the inquiry, we should adopt

an attitude/ . . .
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an attitude of epistemological tolerance towards pro-
mising theories that are threatened by still unex-

plained or apparently negative data.

According to Botha (1982a:42), this mode of inquiry "undeniably
represents one of the major tools of theoretical linguistics".

He also argues that this mode of inquiry cannot be the sole metho-
dological tool of theoretical linguistics. A mode of inquiry
which allows for the establishment of empirical generalizations

is also necessary.

Except where otherwise indicated, the expression "the Galilean
style of inquiry” will be used below to refer to the style of
inquiry characterized in (17), and called "the lax Galilean style
of inquiry” by Botha (13982a). One of the questions to be asked
about the dévelopmental history of binding theory is to what ex-
tent Chomsky's work on this theory was conducted in this "lax
Galilean style of inquiry", and to what extent Chomsky made use

of other dees of inquiry.

Footnotes/ . . .
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Footnotes to chapter 2

1.

Cf. for example Bergstrdm 1980 for an explication of six dif-
ferent interpretations of these terms which can be found in
recent works. Some of these interpretations will be con-

sidered below.

Note that Newton-Smith uses the expression “a rational model®

in place of "a model of rationality" used here.

Newton-Smith (1981:246) comments as follows on how cases
should be handled where the goal of a scientist is not re-
cognizably scientific in either his conception of science

or in our conception of science:

"We can well imagine a scientist in an earlier era who
seeks high office in the church being influenced by
that goal to opt to work on the theory most pleasing to
the church authorities (or a contemporary young scientist
who seeks tenure selecting the programme advocated by
the head of his department even though in his heart of
hearts he believes it to be the scientifically inferior
programme). In this case we can give a minirat account
of his actions, but it will not be one that operates

in terms of internal scientific factors. We do not ex-
plain his behaviour qua scientist, we explain it by
reference to his non-scientific goals and beliefs."

This sense of rationality is the first identified by Bergstrém
(1980:1-~3). Minimal rationality, as set out above, corre-
sponds to the third sense - called "subjective utility maxi-

mization” - identified by Bergstrdm. (1980:4-5).

Cf. § 2.3.3.6 below for more detail on Laudan's views on

rationality.
Interestingly, Finocchiaro (13880:183) criticizes Feyerabend
for not consistently practising the anthropological method

which he preaches.

7./ - .
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In this connection it is interesting to note that models of
scientific rationality are frequently criticized for contai-
ning inconsistencies and obscurities. Consider in this con-
nection ﬂhe various critiques of proposed models of scienti-
fic rationality referred to in § 2.3 below.

Consider; for instance, the physics case studies by Clark,
Frickég, Musgrave, and Worrall in (Howson (ed.) 1976), the
economicg case studies by Blang, Coats, De Marchi,

Leijonhufvud, in (Latsis (ed.) 1976}, and various biology

case studies, including for example (Michod 1981). A notable
exception is Sabra's (1967) study of the history of tﬁeories

of light; Sabra's approach is guite similar to the approach out-
lined below, in that he also paid close attention both to what
the scientists in question actually did and their metascienti-
fic comments. Feyerabend's (1975) analyses of Galileo's

work, being based on the anthropological approach, should also
fall into this category. However, as pointed out by Finocchiaro,
Feyerabend did not always apply this method. Cf. in this

connection the reference. in fn. 6 above.

For instance, questions arise concerning the consciousness of
the beliefs in terms of which the actions of an agent can be
explained. May reference be made to unconscious beliefs of the
agent in-a reconstruction of his rationality? Newton-Smith
(1981:245) specifically refers to the conseious and beliefs

of the scientist. Cf. for example Hempel 1965:478-486 for

some discussion of the relevance of the conscious-unconscious
distinction in determining rationality.

Consider in this connection the following remarks by Agassi
(1981:322) on the explanation of historical events:

"We cannot explain historical events without making

hypotheses concerning the aims, interests, and motives

of those who have participated in them. And after we
propose such explanatory hypotheses, we can try to argue
rationally about their truth or falsity, and then improve

on them."

m./ . ..
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Cf., for example Popper 1968; 1969; 1972; 1974 for Popper's
views on scientific rationality, and other related issues.

Cf., for example, Lakatos 1970 for Lakatos' views of these

issues.

Cf., for example, Kuhn 1967; 1970a; 1970b; 1974 for

Kuhn's views on these issues.

Cf., for example, Feyerabend 1975; 1978 for Feyerabend's

views on these issues.

Note that (Newton-Smith 1981) contains lucid expositions of
the views of all the philosophers of science mentioned above.

The literature dealing critically with each of the four models
referred to above is extensive, and no attempt will be made
here to provide complete references. For criticisms

of Popper's position, cf., for example, Grinbaum 1976a, b,
c, d, Schilpp (ed.) 1974. For criticisms of Kuhn's position,
cf., for example, Lakatos and Musgrave 1970, Gutting 1980b.
For criticisms of Lakatos' position, cf., for example, Cohen
e.a. 1976. TFor criticisms of Feyerabend's position cf., for
example, the various reviews mentioned in (Feyerabend 1978).
Newton-Smith's (1981:44-147) critical review of the views
held by Popper, Lakatos, Kuhn, and Feyerabend also provides
a useful account of the most serious shortcomings of these

views.

Cf. Newton-Smith 1981:228 for the reference to Newtonian
mechanics, and p. 224 for the reference to Freud's theory

of psychoanalysis.
cf. Laudan 1977:106-108 for some discussion of this point.
Cf., for example, Feyerabend 1975:chapter 17.

16./
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The overview which follows is based on this work. Cf. also
Laudan f981; 1982.

Many reviews of Laudan's views - many of them highly
critical - have been published. Several of these will be re-
ferred to below.

Ccf. Laudan 1977:125-127 for more detail.

Cf. Laudan 1977:23-25 for his notion 'empirical problem'. "
Laudan claims that empirical problems are easier to illu-
strate éhan to define. To ask, for instance, why heavy
bodies fall toward the earth with regularity, is to pose an

empirical problem.

cf. § 2.3.4.10 below for more detail on the nature of the alleged
differences between explaining facts and solving empirical

problems.

According to Laudan, the cognitive weight/importance of an

empirical problem is increased if

(i) the problem is solved by a viable theory im the

domain,
(ii} the problem, which has proved anomalous for, or resisted
solution by, certain theories.in a domain, is solved

by another theory,

{(iii) a new theory emerges which singles out the problem

as archetypal,

(iv) the problem can be shown to be more general than

another.

The impértance of an empirical problem within a domain is
reduced if .

1)/ . . .
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{i) the scientist's beliefs about what is the real state
of affairs change, so that the presumed state of
affairs which gave rise to the problem is no longer
regarded as real,

(ii) the problem is expropriated by another domain,
(iii) a theory for which it was an archetype is abandoned.

Cf. Laudan 1977:49ff. for a detailed exposition of the
nature of the two types of conceptual problems. As an
example of an internal conceptual problem, Laudan {1977:50)
refers to the alleged circularity of the kinetic-molecular
theory. This theory explained the elasticity of gases by
postulating elastic constituents (i.e., molecules). Critics

~ of this theory pointed out that, because we understand no

more about the causes of elasticity in solids than we do in

fluids, the kinetic explanation is circular.

As an example of an external conceptual problem, Laudan
(1977:51) refers to a problem faced by Ptolemy's astrono-
mical theory. While this theory had great empirical virtues,
it contained assumptions which were in conflict with an old
astronomical assumption that the heavenly motions were

'"perfect" (i.e., that each planet moved in a perfect circle

about the earth at constant speed). Laudan (1977:52) claims
that "in spite of ingenious efforts to reconcile these dif-~
ferences by Ptolemy and others, most of the crucial concep-
tual problems remained, and were to plague the development of
rathematical astronomy until the end of the seventeenth

century . . .

As an example of an external conceptual problem which arises
from a relation weaker than logical incompatibility, Laudan
(1977:52) refers to the problem which Newtonian physics

" created for seventeenth century mechanistic physiology,

which were/ . .



23.

24.

25.

' -87- .
Stellenbosch Papers in Linguistics, Vol. 14, 1985, 01-605 doi: 10.5774/14-0-98

which were based on the assumption that the various bodily
processes were essentially caused by the mechanical pro-
cesgses' of collision, filtration, and £luid flow. Laudan
describes the way in which the problem arose as follows:

"Newtonian physics, while certainly allowing for the
existence of collision phenomena, nonetheless shows that
most physical processes depend upon more than the im-
pacts between, and the motions of, particles. To the
extent that 'mechanistic!' (Cartesian inspired} theories
of physiology postulate such processes as the ezxclusive
determinant of organic change, they rest on a huge
improbability. They are consistent with Newtonian
physics (for that physics does not deny that there can
be some material systems which are entirely mechanical);
but it did seem highly implausible, given Newtonian
physics, that a system as complex as a living organism
could function with only a limited range of the processes
exhibited in the inorganic realm.”

The principle that particles can only interact by contact,

and not by action at a distance, is an ontological principle

of the research tradition of Cartesian physics (Laudan
1977:79). As an example of a methodological principle,
Laudan (1977:80) refers to the inductivist principle - which
allows for the espousal of only those theories which have
been “"inductively inferred from the data" - of a "strict
Newtonian" résearch tradition.

cf. L?udan 1977:78-95 for a discussion of the relation be-
tween. a specific theory and its associated research tradi-

"tion.. During this discussion Laudan also provides histori-

cal examples to illustrate the different theoretical claims

made by him.

Laudan distinguishes four factors which affect the importance

of a conceptual problem.
(i); The greater the tension between two theories, the
weightier the conceptual problem will be. That is,

a problem arising from a logical inconsistency will

(all/ . . .
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(all other things being equal) be weightier than a

problem which arises from, for example, lack of mutual

support.

(ii) When a conceptual problem arises from a conflict be-
tween two theories, T1 and T2’ the seriousness of
that problem for T,
T,. The greater the confidence about the acceptabi-
lity of T

depends on the acceptability of

2'

(iii) When two competing theories, ‘1‘1 and T exhibit the

2'
same conceptual problems, then these problems become

relatively insignificant in the comparative appraisal

of the two theories. However, when T1

ceptual problems which T, does not, then these problens

are highly significant in the appraisal of the relativ{

merit of the two theories.

(iv) The older a conceptual problem which threatens a

theory, the more serious it is.

- Laudan (1977:118) acknowledges that he is not the first to

suggest a conceptual interpretation of ad hocness. He
specifically refers to Lakatos, Zahar, and Schaffner in
this regard. Laudan comments as follows on the difference
between their conceptual interpretation of ad hoc-ness and

his own position:

"In all their discussion, however, conceptual ad hoc-
ness remains but one of many species of ad hocness,
rather than the only legitimate sense. Still worse,
none of these writers has indicated how conceptual ad
hocness is to be assessed, nor even what it amounts
to. Equally, all these writers leave us in the dark

about how seriously, if at all, it should count against

a theory if it is ad hoc. The seeming virtue of the
present approach is that it separates spurious senses

of ad hoc from legitimate ones, and it gives us machinery

for assessing the degrees of cognitive threat posed by
ad hocness to the theories which exhibit it."

27./

the weightier the problem, and vice versa.

generates con-
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Cf. Newton-Smith 1981:210-212 for this qualification.
Cf. Newton-Smith 1981:195 £f for this qualification.

Cf. Laudan 1977:125-126 for his objections against this
notion. Cf. also Grinbaum 1976b for a well-known critique
of Popper's theory of verisimilitude.

Cf. Newton-Smith 1981:198 for the technical details of his

argument.

_Cf. Newton-Smith 1981:22ff. for his views on the observational-

theoretical distinction.

Cf. Newton-Smith 1981:206 for an explication of the notion

‘observational nesting'.

Newton-Smith (1981:227) provides the following illustration

of his views on the sources of fertility in a theory:

"This may come from a metaphorical component in the
theory as in the early days of the ideal gas theory.
Gases were thought to be like collections of small
hard balls colliding in space. The metaphorical com-
ponent suggests exploration of the similarities and
dissimilarities with the phenomenon to which it has
been likened. Fertility may also come from a novel
idea as when, for example, Planck introduced the quan-
tum of action in the course of explaining the distribu-
tion of radiation given off by a black body. This
suggested the possibility of applying the idea of the
quanta to other unexplained phenomena."

Newton-Smith (1981:227) refers to Freud's theory'of psycho-

analysis as a theory with fertility, but a poor track record.
Thus, according to Newton-Smith (1981:228), "it counted in
favour of statistical mechanics that it was able to explain

the predictively successful laws of thermodynamics”.

36./
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To illustrate this point, Newton-Smith (1981:228) refers to
the fact “most scientists would agree that if, as seems to
be the case, there is no way of integrating Quantum Mechanics
and General Relativity, one or other 0f those theories can-

not be correct as they stand."

Newton-Smith (1981:228) refers to Newtonian mechanics as a
smooth theory, since there is something systematic in its
failures. For instance, this theory fails for high speeds.
For this reason the theory is regarded "as being on to some-
thing, even though it will not do as it stands".

Cf. § 2.3.4.8 below for more detail on Newton-Smith's view

on ad hoc-ness.
Cf. § 2.3.2.3 above for Laudan's view.
Cf. the discussion in § 2.3.4.11 below for more detail.

Cf. § 2.3.4.10 below for a brief discussion of the alleged
differences, and for some of the criticisms raised against
Laudan's notion of solving empirical problems. Note that
even if Laudan's claim about the differences between solving
emp@rical problems and explaining facts must be upheld, the
main point - namely that Laudan's empirical-conceptual
distinction is one commonly found in the literature - is

not affected.

Cf., for example, Caws 1966:232 and Harré& 1967, especially
chapters 6 and 7, in which Harré distinguishes factual

(= empirical) from nonfactual considerations. Note also
that, on the whole, reviewers of Laudan's work also accept
his empirical-conceptual distinction (even though they are
highly critical of many of Laudan's claims in connection
with the solving of empirical and conceptual problems).
Cf. in this connection, for example, Gutting 1980a,

Feyerabend/ . . .
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Feyerabend 1981, McMullin 1979, Nickles 1981, Sarkar 1981.

Laudan and Newton-Smith are in fact representatives of

two general, conflicting views on the rolé which truth should
play ‘in theory appraisal. Newton-Smith represents realism,
whicg crucially involves the assumption that theories should
be aépraised in terms of their truth or falsity, where truth
is understood in terms of the correspondence view of truth.
That is, the truth or falsity of a proposition depends on

how the world is independently of ourselves. Laudan repre-
sents instrumentalism, which denies the appropriateness of
appr;ising theories in terms of the categories of truth

and falsehood.

Cf. Newton-Smith 1981:28-34, 187 for an exposition of the
realism—ihstrumentalism controversy, during the course of
which Newton-Smith tries to clarify his own position and

that ‘of Laudan within the context of the controversy.

Note .that Newton-Smith classifies Laudan as an epistemolo-
gical instrdmentalist, and not as a semantical instrumentalist
on the grounds that Laudan agrees that theories have truth

values.

Cf. Siegel 1983:109-110 for a summary of the main criticisms
aimed at Laudan's claim that his model is truth-independent,
as well as for additional references to critical discussions

X
of Laudan's work.

Cf., for example,. Newton-Smith 1981:186ff. The essence

of Newton-Smith's criticism is that without reference to
truth, no distinction can be made between spurious and
nonspurious problems, and without such a distinction it is

impossible to account for the scientific enterprise. Con-

.sider in this connection the following remarks by Newton-

Smith (1981:190).

"Unless/ . . .
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"Unless truth plays a regulative role, we can each
select on the basis of our whims our own set of sen-
tences which are statements of problems for us just
because we so choose to regard them. We each then
erect our own theories for solving these problems.
Never mind how the world is, just solve your own
problems! We should be faced with the unedifying
spectacle of a plurality of freefloating sets of pro-
blems and their associated theories, where some of the
theories would rate equally well on the theory assess-
ment scale. It simply is just utterly implausible to
suppose that progress could arise through a developing
sequence of theories solving ever more spurious pro-
blems. This model makes nonsense of the entire
scientific enterprise. For truth does play a regula-
tive role in the sense that theories designed to solve
a problem whose corresponding statement has been shown
to be false (or likely to be false) are condemned for
that very reason.”

Cf., for example, Gutting 1980a:97; McMullin 1979:634.
Gutting (1980a:97) comments as follows on the link between
Laudan's emphasis on the ontological component of a research

tradition and truth:

"Laudan also rightly insists that one essential compo-
nent of almost all research traditions is an ontology:
that is, a specification of the fundamental entities
that populate a scientific domain and of the sorts of
interactions that are possible among them. But once
again this fact is hardly intelligible if we ignore
the truth-directedness of science. 1If a theory is not
directed toward truth, why should it be required to
solve problems in terms of a particular view of the
nature of reality? Purely formal accounts would sure-
ly be as satisfactory as any if we required only the
solution of problems and had no pretension to describe
reality.

Ccf., for example, Gutting 1980a:96; Nickles 1981:102. Con-
sider, for instance, Gutting's remarks on external conceptual
problems which arise from conflict with nonscientific

theories.

"Theological and natural scientific theories, for
example, have such widely different domains and methodo-
logies that inconsistencies in the limited areas where
they occasionally overlap would surely be of the most
minor significance were it not that inconsistency

entails/ . .
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‘entails the falsehood of at least one of the theories.
!And surely in the great historical instances of conflict
jbetween science and theology (e.g., the cases of
Galileo and of Darwin), the violence of the controver-
sies was due to the fact that those who saw an incon-
‘sistency in the conjunction of a theological and a
'scientific account regarded one or the other as false.™

cf., for example, Gutting 1980a:97-8; Leplin 1981:273;
Nickles 1981:102.

'

Gutting (1980a:93) makes the relevant poiht about Laudan's

justification for the scientific enterprise as follows:

“He {= Laudan - M.S.]} immediately rejects any justifi-
‘cation in terms of the truth science attains on the
grounds that we have no reason to think any scientific
‘theory is true or even probable. But oddly enough
Laudan's own suggestion for a justification is that
'man's sense of curiosity about the world and himself
is every bit as compelling as his need for clothing
and food' (p. 225). Now surely man's 'curiosity about
the world and himself' can refer only to a desire to
know the truth about the world and himself and will
not be satisfied by truth-independent solutions to
intellectual problems. It seems that when an ulti-
mate justification of the aim of science is required
Laudan himself slips back into a truth-directed view."

1
Ccf. the discussion in § 2.3.4.1 above, and the references
citedithere.
As reéards empirical problems, Laudan (1977:87) claims that
the rise of the Cartesian mechanistic research tradition in
the seventeenth century radically transformed the accepted

probléh domain for optical theories.

"It d4id so by arquing, or rather by simply postulating,
that problems of perception and vision - problems which
had classically been regarded as legitimate empirical
problems for any optical theory - should be relegated
to psychology and to physiology, fields cutside the
domain of optics, so that such empirical problems could
be safely ignored by the mechanistic optical theorist."

Laudan/ . . .
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Laudan (1977:88) illustrates the influence of the research
tradition on the conceptual problems of a theory with
Huygens' general theory of motion.

"when . . . Huygens came to develop a general theory
of motion, he found that the only empirically satis-
factory theories were those which assumed vacua in
nature. Unfortunately, Huygens was working squarely
within the Cartesian research tradition, a tradition
which identified space and matter and thus forbade
empty spaces. As Leibniz and others pointed out to
Huygens, his theories were running counter to the re-
search tradition which they claimed to instantiate.
This was an acute conceptual problem of the first
magnitude, as Huygens himself sometimes acknowledged."

§ 2.3.4.6 below for a discussion of the influence of

the methodological component of a research tradition on
its specific theories, and Newton-Smith's failure to build

this into his model of theory appraisal.

Laudan (1977:59-60) provides the following example to il-
lustrate how the methodological norms adhered to by scien-
tists can generate external conceptual problems for their

theories.

"By the 1720s, the dominant methodology accepted alike
by scientists and philosophers was an inductivist one.
Following the claims of Bacon, Locke, and Newton himself,
researchers were convinced that the only legitimate
theories were those which could be inductively inferred
by simple generalization from observable data. Un- :
fortunately, however, the direction of physical theory
by the 1740s and 1750s scarcely seemed to sguare with
this explicit inductivist methodology. Within
electricity, heat theory, pneumatics, chemistry and
physiology, Newtonian theories were emerging which
postulated the existence of imperceptible particles

and fluids - entities which could not conceivably be
'inductively inferred' from observed data. The incom-
patibility of these new theories with the explicit
methodology of the Newtonian research tradition produced
acute conceptual problems." .

Cf. Laudan 1977:80 for this brief, informal characterization

of the methodological component of a research tradition.

54./ . . .
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Cf..ﬁ 2.3.3.5 above for more detail on the role of non-

rule government judgment in Newton-Smith's model,.

Ccf., for example, McMullin 1979:637ff.; Gutting 1980a:98ff.;
Nickles 1981:104; Sarkar 1983:68, 70; Siegel 1983:104ff.;
Newton-Smith 1981:192ff.

Cf. in particular the discussion by McMullin 1979:637ff. of
the difficulties involved in individuating, counting, and

weighting empirical and, especially, conceptual problems.

Cf. § 2.3.3.3.8 above for an exposition of Newton-Smith's

views on simplicity in theory appraisal.

Cf. the discussion of Newton-Smith's notion 'observational

succéss' in § 2.3.3.2 above.

Cf. the references cited in fn. 55 above. One of the criti-
cisms levelled at Laudan's model is that the determination
of the problem-solving effectiveness of a fheory is objec~
tionébly internal. Both what counts as a problem for a theo-
ry and its weight are-to a large extent determined by the
theofy's research tradition. 1In spite of what Laudan claims,
it ié then not possible to objectively appraise theories

from competing research traditions on the basis of their

problem-solving effectiveness.

Cf., for example, Newton-Smith 1981:186ff., -and McMullin
1979:636.

Feyerabend (1981:63) argues that Popper, Lakatos, and Kuhn
also made provision for paradigm-dependent standards, in

addition to trans-temporal, trans-paradigmatic standards.

Note incidentally that, as reégards the possibility of such
changes, Feyerabend (1981:66ff.) criticizes Laudan's model,

claiming/
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claiming that the possibility of such changes allows the
model to circumvent rules without violating them. 1In ef-
fect, then, Laudan's model can be "pushed into excluding
trivialities only". Cf. also Gutting 1980a:99 for a similar
criticism.

The reader will be struck by the fact that there is no
reference in the discussion above to critical reviews of
Newton-Smith's temperate rationalism. This is in sharp
contrast with the extensive reference to critical reviews

in the presentation of Laudan's views. The lack of refe-
rences to critical reviews in Newton-Smith's case is mere-
ly a reflection of the fact that very few reviews of
(Newton~Smith 1981) have as yet appeared. Only two fairly
short reviews have come to my notice: (Adler 1983), and
(Kourany 1983). While both reviewers (and Adler in parti-
cular) raise certain criticisms against Newton-Smith's
work, both are, overall, fairly positive in their appraisal.
Since none of the criticisms raised by Adler and Kourany have
any direct bearihg on those aspects of Newton-Smith's work
that are relevant for the present study, these criticisms
can be ignored. In fact, both Adler (1983:92) and Kourany
(1983:475) appraise Newton-Smith's views on what constitutes
a rational model of science - which is the aspect most rele-

vant for the present study - positively.

Kuhn can also, at least on one reading of his work, be read
as claiming that science is not a rational affair. Cf.,
for example, Newton-Smith's (1981:102-124) discussion of
Kuhn's views. However, even on this interpretation Kuhn's
views are less radical than Feyerabend. The following two
quotations from (Newton-Smith 1981) capture

the differences between their respective views.

\

(i) "I have described Kuhn as a temperate non-rationalist,
for unlike Feyerabend he sees the scientific community
as agreed on certain good-making features of theories.

At times/ . . .



Stellenbosch Papers in Linguistics, \739174,-1985, 01-605 doi: 10.5774/14-0-98

At times Kuhn gives a rationalistic-sounding perspec-
‘tive unlike that described in the above passage by
stressing the role of internal factors in accounting
for scientific change. For he argues that the build-
up of anomalies in the case of a mature science is
more important than the external factors in bringing
about a paradigm shift. However, in spite of the fact
that he talks at times of the possibility of there
being good reasons to prefer one paradigm to another,
he remains a non-rationalist. For, as we have seen,
what are taken by the scientific community (according
to Kuhn) to be good reasons for preferring one paradigm
to another cannot be objectively justified. What
makes the reasons 'good' is that they are generally
accepted by the community, and if one wants to be a
member of that community one will operate within the
‘framework of this system of 'reasons'. Kuhn, in hol-
ding that there is a system of rules, differs drama-
tically from Feyerabend, the self-styled anarchistic
non-rationalist, who denies that there is any agree-
ment of this sort running through the historically
evolving scientific community." {Newton-Smith 1981:122.}

(ii) "He {= Feyerabend - M.S.} stands against the venerable
tradition of searching for a system of rules which it
is held ought to guide scientists in the business of
theory choice. According to him no such system of rules
can be found and to adopt any particular rules or
methodology can only have the effect of impeding scien-
tific progress: 'The only principle that does not in-
hibit progress: anything goes'. By this he means that
if one wants to have exceptionless rules that can be
applied come what may, they will be so empty and in-
definite that nothing is ruled out by them. Feyerabend
is thus much more radical in his critigue of rationa-
lism than Kuhn. For Kuhn holds that there are rules
held in common by all members of the scientific com-
munity. The application of the rules may be proble-
matic and the rules cannot be given an objective
justification. All the same there are rules (the
five ways}. For Feverabend on the other hand no rules
having any real content or force can be abstracted from
scientific practice. Feyerabend is thus a paradigm case
of what I called . . . a non-rationalist." {Newton-
Smith 1981:126.)

In both (i) and (ii) the footnotes are omitted.

If, as will be argued below, there are significant similari-
ties between the radical views held by Feyerabend and those

. held by/ . . .
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held by Newton-Smith, then there is little sense in explorin
for the purposes of the present study, in detail the dif-
ferences between the less radical views held by Kuhn and

Newton-Smith's views.

It is not being claimed here that there are no differences
between Kuhn's views and Newton-Smith's views, just as it
is not being claimed that there are no significant differen-
ces between Feyerabend's and Newton-Smith's views. Rather,
it is claimed that there are no differences which can fruit-
fully be investigated within the context of the present
study. '

In his discussion of Feyerabend's views, Finocchiaro (1980:
188) also argues that Feyerabend assumes that individual
scientists are methodical, and that their method can be

described.

Feyerabend (1978:32}) continues:

"Moreover, I suggest a new relation between rules and pru%%

ces. It is this relation and not any particular rule-
content that characterizes the position I wish to defend.'

Feyerabend (1978:165) clarifies his position on the relation

between science and practice as follows.

“. . . I regard every action and every piece of research
both as a potential instance of the application of
rules and as a test casz: We may permit a rule to
guide our research, or the kinds of actions we are
interested in, we may permit it to exclude some ac-
tions, to mould others and on the whole to preside
like a tyrant over our activities, but we may also
permit our research and our activities to suspend the
rule or to regard it as inapplicable even though all
the known conditions demand its application. In con-
sidering the latter possibility we assume that
research has a dynamics of its own, that it.can pro-
ceed in the absence of clearly formulated rules and
that research so conducted is substantial enough to
gain attention from the defenders of the stutus quo

and orderly/ . . .
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and orderly enough to serve as a source for new and
as yet unknown procedures.”

Cf. Newton~Smith 1981:134 on some practical and principled
probléms involved in obtaining the historical evidence re-
quired to support Feyerabend's position.

Cf. Finocchiaro 1980:190 for a complete list, plus page
references to Feyerabend's work where he discusses the
various devices.

aAs Boﬁha {1982a:5) points out, Chomsky takes over his
charabterization of the Galilean Style from the ph&sicist
Weinbérg, who (1976:28) presents the following definition
of this style. '

"We have all been working in what Husserl called the
Galilean style; that is, we have all been making ab-
stract mathematical models of the universe to which

at least the physicists give a higher degree of reali-

ty than they accord to the ordinary world of sensation.

1

Thesefremarks are qﬁoted by Chomsky (1980a:8, 218), and

paraphrazed by Chomsky (1878a:9).

Botha?s (1982a) other main conclusion is that the Chomsky-
Weinbérg characterization of the Galilean style lacks the

necessary historical and philosophical basis.

DEPARTEMENT
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Chapter 3

CONDITIONS WHICH RESTRICT THE APPLICABILITY OF SYNTACTIC
TRANSFORMAT IONS AND RULES OF SEMANTIC INTERPRETATION

3.1 General remarks

The primary work in which the Specified Subject Condition (SSC)
and the Tensed-S Condition (TSC) are presented as conditions
that restrict both syntactic transformations and rules of se-
méntic interpretation is "Conditions on transformations" (Chomsky
1973). In § 3.2 below Chomsky's proposals regarding the two
conditions in this work are discussed in detail. Other works by
Chomsky in which the SSC and TSC are presented as conditions on
sybtactic transformations and rules of semantic interpretation
inklude "Conditions on rules of grammar" (henceforth Chomsky
1976a), and “On the nature of language" (henceforth Chomsky
1976b). The relevance of these works for the developmental his-
tory of the SSC and TSC is discussed in § 3.3 below.

3,2 The introduction of the SSC and TSC in "Conditions on-

transformations"”

3.2.1 General remarks

§ 3.2 is organized as follows: In § 3.2.2 the content of the con-
ditions, as presented in (Chomsky 1973), is outlined. The topics
dealt with in the other subsections are: the incorporation of
the conditions in linguistic theory and Chomsky's approach to-
wards solving the problem of language acquisition (§ 3.2.3);

the evidence presented by Chomsky for the status of the SSC and
TSC as universal principles (§ 3.2.4): the effect of the intro-
duction of the conditions on the formal power of transformational
rules (§ 3.2.5); the naturalness of the SSC as a consideration
that justifies the introduction of this condition (§ 3.2.6);
Chomsky's reaction to various empirical difficulties noted at

the time of the introduction of the conditions (§ 3.2.7).

3.2.2/ . ..
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3.2.2 Linguistic background

The formulations of the SSC and TSC adopted in (Chomsky 1973:

257) are aslfollows.

v
§

(1} The SSC

No rule can involve X, Y (X superior to Y) in the structure
|

cee X L eee 2 S WYV L, ] L

where 2 is the subject of WYV and is not controlled by a

categofy containing x.‘)

- (2) The TSC

No rule can involve X, Y (X superior to Y) in the structure
R T S L A AT I
where Y is not in COMP and o is a tensed S.

No definitibn of the notion ‘involve' is provided in (Chomsky 1973).
It is cléan, however, that the notion must cover both syntactic
movement rdles and rules of semantic interpretation. Both these

. types of rules are claimed to be constrained by the SSC and TSC

in (Chomsky, 1973) - see the discussion in § 3.2.4 below.

Although the formulations {1) and (2) imply that X must be to
the left of Y, Chomsky (1973:272) suggests that the conditions
should be éeneralized, eliminating the left-right asymmetry.

The SSC, as formulated in (1), has two subcases: (i) where 2 is
not controlkled at all, i.e., where 2 is a lexical subject, and
(ii) where 'Z is controlled by a category which does not contain
X. The various compg?ents of the SSC are illustrated by the

following sentences.

(3) a. ThHe men each expected[:sthe soldier to shoot
the other {25a}

b. *The/ . .
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b. *The men expected the soldier to shoot each

other {25b}
(4) a. The men each saw[:NPpictures of the other| {28a}
b. The men saw pictures of each other {28b}

(5) a. The men each saw[:NP John's pictures of the
; other] {29a}
b. *The men saw John's pictures of each other {29b}

(6) a. The candidates each expected[S PRO to defeat
the other| . {24a)
b. The candidates expected to defeat each other {24b}

(7) a. We each persuaded Bill[ COMP PRO to kill the
other (s) | ' {113}
b. *We persuaded Bill to kill each other {112}

Chomsky (1973:238) assumes that the (b)-sentences in (3)-(7) are

all derived froem the (a)-sentences by a rule of each-Movement,

which moves each into the determiner position of the other.3)
»
In each case X = each, and Y = the other.
In (3a) the lexical subject Z (= the soldier) intervenes between

X and Y. Movement of X to Y to derive (3b) is thus prohibited
by the SSC. In (3), @ is S. 1In (4) and (5), o is NP. In (4a)
there is no subject Z (subject being optional in NP), and each-
Movément may apply to derive (4b). 1In (S5a) a lexical subject
John's intervenes between X and Y. The SSC thus prohibits the
derivation of (Sb).

In (6) and (7) there are no lexical subjects in the embedded
clauses, but PRO-subjects controlled by some category. In (é6a)
the subject PRO is controlled by a category containing X, name-
ly the carndidates each. each-Movement can therefore apply to
derive (6b). In (7a) PRO is controlled not by a category con-

taining/
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taining each, but by Bi{ll. The SSC thus prohibits the applica-

tion of eauthovement to derive (7b).

The TSC stipﬁlates that no rule can involve X and Y when Y is

in a tensed sentence. This is illustrated by the following sen- .
tences. (The case where Y is in COMP will be discussed in
§3.2.7 below).

(8) a. The candidates each expected the other(s)
to win : {21b}

b. The:candidates expected each other to win - {22b}

{9) a. The candidates each expected that the other(s)

would win (21c}
b. *The candidates expected that each other would

win: {22c¢}

- In (8) and (9) the (b)-sentence is derived by the rule

of each-Movement, In (9) each-Movement moves X (= each) to the
position Y (= the other(s)), which is in a tensed clause. Con-
sequently, the derivation of (9b) is prohibited by the TSC.

In (8) Y is in a nontensed clause, and so the TSC does not pro-
hibit the derivation of (8b). '

Chomsky (1973:236) points out that the TSC, formulated as in

(2) above, subsumes the Insertion Prohibition, if the latter is
in fact restricted to tensed clauses. The Insertion Prohibition
was proposed by Chomsky (1965:146), and stipulated that mor-
phological material cannot be inserted into sentences which have

already been passed in the cycle.

3.2.3 The SSC and TSC and the fundamental empirical problem

of linguistics

Chomsky (1973:232) explicitly relates the introduction of condi-
tions such as the SSC and TSC to his attempt to solve what he

regards/ . . .
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regards as the fundamental empirical problem of linguistics:
How does a child acquire knowledge of his language?4) Since
the early sixties Chomsky has singled out the solution of this
problem as one of the main goals of linguistic theory. The

3) in, for example, (urrent

discussions of explanatory adeguacy _
is8sues in Z?nguistic theory‘(1964:28—29)Aand Aspects of the theory .
of syntar {(1965:25-26), make it quite clear that linguistic theory
must aim at providing an explanation for the acquisition of
language by a child.G) Chomsky has stated and defended his posi-
tion on the acquisition of knowledge of language in a number

of works.7) If one pdts aside certain irrelevant changes which
this position has undergone through the years, the essence of

Chomsky's position can be expressed as follows.s)

. (i) A human language is a rich and complex system.

(ii) The data on the basis of which knowledge of this system

can be acquired is impoverished.g)

(1ii) Given (i) and (ii) , the acquisition of knowledge of a

human language can only be explained on the assumption

>

that human beings have, as part of. their biological en-
dowment, a set of restrictive principles “determining
the general framework of each human language and perhaps

much of its specific structure as well".‘O)

Since the middle of the seventies Chomsky has generally referred

to the biological endowment that underlies language acquisition

) Chomsky

as "the initial state of the language faculty"”.
(1980a:233) explicates the role which the assumption of a rich,
restrictive initial state of the language faculty must play in
the explanation of the acquisition of knowledge of language as

follows.lz,

(10) "The child's initial state, it seems, must lay down the
general principles of language structure in fair detail,
providing a rich and intricate schematism that determines

{1) the content/ . . .
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(1) the content of linguistic experience and (2) the spe-
cific language that develops under the boundary conditions
given by this experience. If the initial restriction is
sufficiently severe, it will be possible for the child to
attain a system of great intricacy on the basis of limited
data, data sufficient to rule out all possibilities but
one:or a few. Then he will know the language compatible
with his limited experience, though there will be no rela-
tion of generalization, abstraction, induction, habit
formation, or the like that relates the system attained

at the final state to the data of experience. The relation
betyeen experience and knowledge will be quite abstract.
Thei'principles of language structure incorporated in the
initial state express the relationship."

The linguist's characterization of the initial state of the lan-
guage fac@lty 15 called "a universal grammer (UG)"“. (Note. that
the enterprise of characterizing the initial state of the lan-

guage fachlty is also called "universal grammar"™). The various
final states that are acquired are characterized by particular
grammars.?3) Against the background outlined above, it is ob-

vious that a UG must be as restrictive as possible if it is to
contribute to the solution of the problem of language acguisi-

tion. That is, a UG must delimit the class of grammars available

to the language learner as narrowly as'possible.14)

It is important to keep in mind that the crucial issue is mpt
restricting the class of possible grammars. Rather, the crucial
issue is restricting the class of availzlle grammars. This point

is explained as follows by Chomsky (1977c:125).

(11) "Reduction of the class of available grammars is the major
goal of linguistic theory. To account for the fact that
language is acquired as it is, we must find ways to re-
strict the "space" of potential grammars to be searched
by the language learner. Note that reduction of the class
of grammars is not in itself an essential goal, nor is re-
striction of the class of generable languages; it 1is the
class of 'available' grammars that is important. We might
in principle achieve a very high degree of explanatory .
adequacy and a far~reaching psychological theory of lan-
guage growth even with a theory that permitted a grammar
for every recursively enumerable language. The reasons
are those outlined in Chomsky (1965), chapter 1, section 9.
What 1s important is the cardinality of the class of grammars
that are compatible with reasonably limited data anrd that
are.sufficiently highly valued."

In a brief/
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In a brief overview of the development of generative linguistics,
Chomsky (1978a:13) point out that the emphasis was initially on
:descriptive adequacy.ls) Descriptive adequacy, in contrast to
?explanatory adequacy, often requires elaborating the available
theoretical mechanisms, and thus extending the class of available
érammars.’s) The concept of a transformational rule, for in-
stance, was introduced precisely because such rules had great
descriptive formal power, and could thus help in overcoming cer-
tain problems of descriptive adeqguacy faced by phrase-structure
grammar.17) .However, the initial concept of a transformational
rule was too rich in formal power, and made far too large a
class of grammars available. The basic goal of explanatory ade-

Quacy was therefore "left remote", as Chomsky (1%978a:14) puts it,

By the early sixties the goal of explanatory adequacy became more
prominent. More emphasis was accordingly placed on the develop-
ﬁent of a restrictive UG, that is, a UG that narrowly restricts
the class of available grammars. Thus Chomsky (1965:46) declares
that "the most crucial problem for linguistic theory seems to

be to abstract statements and generalizations from particular
descriptively adequate grammars and, wherever possible, to attri-
"bute them to the general theory of linguistic structure, thus
enriching this theory and imposing more structure on the schema
for grammatical description”. In this way, according to Chomsky,
linguistic theory may move towards explanatory adequacy (that

is, towards an explanation of the acqguisition of knowledge of

18)

language) . In discussions of early conditions on transforma-

tions, these conditions are regarded as potential contributions

9)

to explanatory adequacy.1 Consider, for example, the discus-

sions of the condition of recoverability of deletion in (Chomsky
1964:40-42) and (Chomsky 1965:144-145).2°) In these discussions
the condition of recoverability of deletion is explicitly presen-
ted as a restriction on the theory of transformations, a restric-

tion that contributes to explanatory adequacy.
By the early seventies transformational rules still had too much

formal power/ . . .



~107~-
Stellenbosch Papers in Linguistics, Vol. 14, 1985, 01-605 doi: 10.5774/14-0-98

formal power, especially if one examines the actual descriptive
work of that period. Consider the characterization of the
structural descriptions of transformational rules outlined by
Chomsky {1976a:309). This characterization limits the struc-
tural descriptions of transformations to simple strings

(“1, iii, ah),zﬁ?ere ¢ can be a terminal string, a category,

or a variable. Chomsky (1976a:310) claims that this still
gives too mﬁch formal power to transformations. However, in

the descriptive work of that period a much richer theory of trans-
formations &as presupposed. Chomsky (1976a2:310) list eight pro-
posed enrichments to the characterization of transformational
structural descriptions referred to above. For example, the
latter characterization excludes transformations formulaﬁed in
terms of reiational notions such as "subject”. Postal (1976:
151, fn. 7). lists no less than sixteen works datiﬁq from the
late sixties and early seventies in which such rules are

proposad.22)

The introduction of the various conditions on transformations

in (Chomsky 1973) must be seen against the background outlined
above. Chomsky (1973:232-234) distinguishes between two comple-
mentary approaches towards solving the problem of language ac-
quisifionl jA first approach attempts to formulate what Chomsky
(1973:232) calls "conditions on form", that is, conditions on
the systems;that qualify as grammars. Conditions on form thus
restrict the class of possible grammars. Among the conditions
on form referred to by Chomsky (1973:233-234) is "the definition
of a grammafical transformation as a structure-dependent mapping
of phrase markers into phrase markers that is independent of the
grammatical relations or meanings expressed in these grammatical
relations“.: This entails that "transformations generally apply
to phrase markers that meet some condition on analyzability with
no regard to other associated propetties". This characterization
of transformations is in essence the same as that outlined in
(Chomsky 1976a:308-309) .

A second/
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A second approach towards solving the problem of language ac-
quisition attempts to formulate what Chomsky (1973:232) calls
"conditions on function", that is, conditions on the way the
‘rules of a grammar apply to generate structural descriptions.
‘Such conditions on function limit the generative power of gram-
‘mars of a given form. While conditions on function restrict
;the operation of the rules of a grammar, they do not affect the
form of these rules. Thus, conditions on function do not direct
ly restrict the class of formally possible rules (nor the class
of formally possible grammars). The conditions on function men-
‘tioned by Chomsky (1973:234) include the condition of recover-
23) The SSC and

the TSC (and the other conditions proposed in (Chomsky 1973))
' 24)

ability of deletion and the A-over-A condition.

are also conditions on function.
Although conditions on function do not directly restrict the
class of possible rules (and grammars), they can indirectly con-

25) Recall that conditions on form direct-

tribute to this end.
ly restrict the class of possible rules and grammars. Re-
strictions on the form of rules can lead to misgeneration,

since specific conditions on their application can no longer be
*built into the rules themselves. Suppose that general conditions
on function (that is, condition on rule application) can compen-
sate for the loss of formal power resulting from such restric-
tions on the form of rules. The conditions on the function of
rules will then indirectly contribute towards restricting the
class of formally possible rules by making it possible to uphold
Highly restrictive conditions on the form of rules, and hence

the class of possible grammars.

Ih.(chomsky 1973), and also earlier works, no explicit mention
is made of the link between conditions on form and conditions on

26) However, this link is implicitly

function outlined above.
recognized by Chomsky (1973). Thus, in the argument involving
the Passive transformation, Chomsky (1973:237) links the intro-

duction of the TSC (a condition on function) with upholding

certain/ . . .
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certain restrictions on the structural descriptions of trans-
formations (conditions on form).27) In works that follow
(Chomsky 1973}, Chomsky strongly emphasizes the indirect contri-
.bution of conditions of function towards restricting the class
of possible rﬁles and grammars. Consider, for instance, the
discussion offconditions on function -in "Conditions on rules of
grammar” (1976a:307-308), the "Introduction" to Essays on form
.hnd interpretation (1977b:20), and Reflections on Zanguagé

(1975a:111) . -

‘The great emphasis on the (indirect) contribution of condiﬁions
on form towards restricting the class of possible rules and
grammars in works that follow (Chomsky 1973), reflects the
crucial role which the goal of restricting the class of.possi-
ble grammars has played in these works. While it is true that
restricting the class of agvailable grammars rather than restric-
ting the clas% of possible grammars as such constitutes the
major goalrofflinguistic theory, Chomsky's work since the middle
'seventiéé:wasgquite explicitly aimed at achieving this by re-
~ducing the cléss of possible grammars. Consider, in this con-
nection, the severe restrictions on the form of transformational
rules and rulés of construal proposed in (Chomsky 1976a:308-313)
and (Chomsky 1977c:74-76) . This work culminated in the formu-
latibn of a UG that permits only a finite number of possibili-
ties.ze’ Accbrding to Chomsky (1981a:12), if it is indeed the
case that UG permits only a finite number of possibilities, then
the logical pfoblem of language acquisition is in fact solved

. lor, at least), trivialized).zg)

However, it is important to note that Chomsky3s success in for-
mulating a UG that permits only a finite number of possibilities
crucially depends on two interrelated assumptions. Firstly, one
must distinguish a core grammar for each language, within which
all rules are:subject to severe restrictions. Secendly, a lan-
guage may have marked rules that fall outside the core grammar,
and that do not obey the severe restrictions applicable to the

rules of core/ . . .
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rules of core grammar. The important role which the notions of
core grammar and markedness (and other related notions) have
piayed in Chomsky's work during the past ten years will be
examined in detail below. Here it is sufficient to note that,
given the assumptions formulated above, it becomes possible to
impose severe restrictions on the rules of core grammar, with-
out any commitment to the claim that these restricted rules can
generate all the sentences of a language. Thus, when it is
claimed that UG permits only a finite number of possibilities,
one must keep in mind that UG makes available a finite class of
core grammars, where a core grammar is not a complete represen-
tation of the system of knowledge which a speaker of a language
has "inside his head".30) It should be obvious that the finite-
ness of the class of core grammars'provides a partial solution
only for the logical problem of language acquisition. The pro-
blem of language acquisition outside the domain of core grammar
“would be left unsolved. '

>

A question that arises at this point is why so much emphasis

has been placed on conditions on function since the early seven-
ties. The following remarks by Chomsky (19823:74) shed some
light on this question. '

{12) "What Ross's dissertation really did, and which was not
done in Current Issues was to make it very clear that
there was going to be a theory of conditions. Current
Issues contained some proposals about some weird things,
but Ross's work, I think, made it very clear that these
were not just some weird things but that these were going
to be the essence of the field, and that the main problem
would then be to explain them." 31)

The theory of conditions referred to in (12) is in fact a theory
of conditions on function. It seems clear then that Ross's work
on the island conditions played a crucial role in directing

the attention to conditions on function as a means of developing

a UG that narrowly restricts the class of available grammars.32)

The conclusions/ . . .
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The conclusions that can be drawn about the incorporation of the
SSC and TSC in UG on the basis of the discussion above, can be

summarized as follows.

(13) a. The incorporation of the SSC and TSC in UG is motiva-
ted by Chomsky's aim of developing a restrictive UG
(@hat is, a UG that narrowly restricts the class of
available grammars) by means of conditions on the func-
t%on of rules.

b. Ié the early works in which conditions on function are
discussed, Chomsky emphasizes that such conditions
céntribute towards developing a restrictive UG by
restricting the generative power of grammars of a
given form. In works that follow (Chomsky 1973),
the emphasis is on the indirect contribution of such

—.cénditions towards restricting the class of possible
grammars. Although in (Chomsky 1973) the contribution
of conditions on function towards restricting the
class of possible grammars is implicitly recognized,
in his explicit comments on such conditions Chomsky
réfers only to their contribution towards restricting -

the generative power of grammars of a given form.

c. Tﬁe emphasis on the contribution of conditions on func-
tion towards restricting the class of possible gram-
mérs in works that follow (Chomsky 1973), is a reflec-
tion of the fact that Chomsky's work since the middle
seventies has been specifically aimed at reducing
tﬁg class of possible grammars, work which culminated
in the formulation of a UG which permits only a finite

number of grammars.

3.2.4 The SSC and TSC as principles of UG

Chomsky (1973) presents evidence that the following rules of
English obey the SSC and TSC.33)
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(i) The Passive transformation

Chomsky (1973:237) proposes that Passive has the structural de-
scfiption (X, NP, V, NP, Y), and that it rearranges the NPs.
The examples in (14) illustrate that Passive obeys the TSC.

(14) a. I believe the dog is hungry ’ {17}
b. *The dog is believed is hungry (by me)

In (14a) the NP the dog is extracted from a tensed sentence in
order to derive (14b). Consequently, (14b) is ruled out by the
TSC.

(ii) each-Movement/each-Insertion

Chomsky (1973:238) follows Dougherty in adopting a rule which
derives (15b) from (15a), by moving each into the determiner

position of the other(s).

(15) a. The men each hated the other(s).
> b. The men hated each other.

Chomsky (1973:238, fn. 17) notes that if a rule of each-
Interpretation were adopted instead of a rule of each-
Movement, then the relevant conditions would apply to this inter-

pretive rule.

The sentences in (16) and (17) illustrate that each-Movement

obeys the TSC and SSC, respectively.

(16) a. The candidates each expected[:sthat the
other (s) would win] : ‘ {21c)
b. *The candidates expected that each other

would win {22¢}

Gan/ . ..
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(17) a. The men each expected[:sthe soldier to shoot

the other] {25a}
b. *The men expected the soldier to shoot each
other {25p}

In (16a) Y (= the other(s)) is in a tensed clause. In (17a) a
lexical subject (= the soldier) intervenes between X (= each) and

Y (= the other(s)).

(iii) it-Replacement

Chomsky (1973:239) adopts a rule of it-Replacement, which derives
sentences such as (18b) by moving the object of the embedded

clause to the position of i¢.

(18) a. 1It.is easy to please John.
b. John is easy to please.

The sentences in (19) are presented by Chomsky to illustrate
that it-Replacement obeys the SSC. '

(19) a. It is a waste of time for us[:sfor them to

teach us Latin] {32b}
b. *Latin is a waste of time for us for them
to teach us {35b}

In (19a) the .lexical subject them intervenes between X (= 7t)
and Y (= Latzn).

(iv) Disjoint reference

Chomsky (1973:241) adopts a rule of interpretation which, when
applied to the structure NP-V-NP, seeks to interpret the NPs as
nonintersecting in reference. Where this is impossible - for
example in the case of first and second person pronouns - it
assigns "strangeness". The sentences in (20) and (21) illustrate

that this/
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that this rule obeys the SSC and TSC, respectively. (In the
case of some of the examples discussed below, I indicate more

structure than Chomsky does.)

(20) *We expect [:sthem to visit me] {45a}
(21) *We believe[:SI may still win] {454}
In (20) the application of the rule is blocked by the presence
of the lexical subject them. In (21) the rule is blocked be-
cause Y (= I) is in a tensed clause. '

(vi The rule assoctiating not and many

Chomsky (1973:242) leaves open the question of whether the scope
of negation in sentences such as (22) is determined by a syn-
tactic transformation that extracts not from the NP object,

or by an interpretive rule.

(22) a. I didn't see many of the pictures {46a}
> b. I didn't see pictures of many of the children {46b}

Chomsky (1973:242) claims that, whatever the nature of the rele-
vant rule, it obeys the SSC, as illustrated by (23).

(23) I didn't see[ijJohn's'pictures of many of the

children] . : {47}

In (23) the lexical subject John prevents the rule from asso-

ciating not and many.
(vi) The rule associating not and enough

Chomsky (1973:242) tentatively adopts a rule which associates

enough and not in sentences such as (24).

(24)/
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(24) You didn't understand the proofs of enough of the
theorems (for me to be justified in giving you an A) {48a)

The sentence in (25) illustrates that this rule obeys the SSC.
(25) You didn't understand Euclid's proofs of enough of

the theorems (for me to be justified in giving you

an A) {48b}
The lexical subject (= Euclid) of the NP prevents the rule from
associating not and enough. (25) thus receives no direct inter-
pretation, according to Chomsky (1973:242).
(vii) The'respectively-Interpretation rule
Chomsky (1973:261) briefly refers to the respectiveiy—
Interpretation'rule, which associates respective with the matrix

subject in sentences such as (26).

(26) . We will obey any request to kiss our respective

wives {154a}
The sentence in (27) illustrates that this rule obeys the SSC.

(27) *We wiil okay any request to kiss our respective
wives {154b}

]
The embedded sentence in (27) has a PRO subject, which is not

controled by X = we) .

(viii) wh—Movement

A large part of the discussion in (Chomsky 1973) is devoted to
wh-Movement. The applicability of the SSC and TSC to this rule

will be discussed in § 3.2.7 below.

The structure/
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The structure of Chomsky's argumentation about the rules listed
above can be illustrated by his remarks on the Passive trans-
formation. He (1973:237) claims that the Passive transformation
has the structufal description (X, NP, V, NP, Y), and that it re-
arranges the NPs. Thus, the Passive transformation applies to
(28a) to derive (28b).

(28) a. [ gLypl LCyp Cypelieve] [ gL ypthe dog] ,
ﬂ [ ypto be hungry] ] 3 7 {18}

b. The dog is believed to be hungry (by me).

However, the Passive transformation does not apply to (29a) to
derive (29b).

(29) a. I believe! . the dog is hungry] {17}

S
b. *The dog is believed is hungry (by me)

The fact that the Passive transformation does not appbly to (29a)
must be explained. Chomsky (1973:237) puts this point as follows.

>

(30) "Notice that there is no problem in explaining why the Pas-
sive transformation, with its domain defined in terms of
a structural condition on phrase markers in the conven-
tional way, applies to (18) (= (28a) - M.S.); the problem
rather, is to explain why it does not apply to (17)
(= (29a) - M.S.)." 34)

The TSC prohibits the extraction of an element from a tensed
clause. If the Passive transformation were applied to (29a),
it-would have to move the NP the dog out of a tensed clause.

The TSC, in conjunction with certain assumptions about the Pas-
sive transformation and the structure of the sentences involved,
thus provides an explanation for the nonapplication of the Pas-
sive transformation to (29a). In the terminology of (Botha 1981:
§ 7.3.2), the TSC plays the role of a lawlike generalization in
the grammatical explanation of the unacceﬁtability of (29b). 1In

the case of the other rules listed above, the argument is essen-

tially/ . . .
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tially the same. 1In each case, the TSC and/or SSC functions as
a lawlike generalization in a grammatical explanation of why
certain English sentences are unacceptable (i.e., of why the
';glevant rul? does not apply to generate these sentences).

The important question is how the evidence presented in (Chomsky
1973) that the SSC and TSC constrain the application of certain
rules of English justifies the claim that these conditions are
in fact universal cbnditions. The answer is that this is a
case in which Chomsky can, in terms of his assumptions about the
nature of 1ahgunage acquisition, legitimately .claim universal
status for a principle justified on the basis of data from a
. single language. Recall that Chomsky argues on the basis of
the impoverished nature of the data available to the language
learner - i.e., the "povérty of the stimulus" - thét certain
principles of language are innate. In particular, those prin-
ciples that cannot reasonably be supposed to have been learned
-on the basis of the impoverished input must be assumed to be in-
nate, and thus universal (given the assumption of uniformity
"across the species). Evidence that a principle P belongs to the
'grammar of a‘specific language L can thus be used as evidence for

‘the universal status of P, provided that P is in fact an "un-

learnable” principle. Chomsky (1975a:118) provides a clear state-

ment of the argument.

(31) "The discussion has been restricted to English, a serious
limitation. Nevertheless, I have not hesitated to suggest
that the principles that appear to have explanatory power
for English are principles of universal grammar. On the
assumption that the language faculty is 'a common human
possession, the inference is plausible (though, obviously,
nondemonstrative). The logic of the argument has already
been outlined. On the assumption of uniformity of language
capacity across the species, if a general principle is con-
firmed empirically for a given language and if, further-
more, there is reason to believe that it is not learned
(and surely not taught), then it is proper to postulate
that the principle belongs to universal grammar, as part
of the system of 'pre-existent knowledge' that makes
learning possible.” 35)

The argument/
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The argument from povertyv of the stimulus outlined above is in

fact an inference to the best explanation.36)

As regards the
ss¢ and TSC, no specific claim-about their "unlearnability" is
made in (Chomsky 1973). Nevertheless, these conditions are pre-
sented as universal conditions on the basis of the evidence that
they constrain the rules of English. 1In this work it is in fact
implicitly assumed that the two conditions are not learned, and
thét universal status may be claimed for them on the basis of
thé fact that they constrain the rules of English. In some of
the other early works Chomsky is more explicit about the appiic-
ability of the argument of poverty of the stimulus to these con-
ditions. The "principles" refefred to by Chomsky (1975a:118) -
see the remarks quoted in (31) above - include the SSC and TSC.
In . (Chomsky 1971:31, 32) the SSC and TSC are introduced as
examples of "quite remarkable properties that appear to be in-
explicable on the basis of experience alone", properties that
must be assumed to be fpart"of the schematism applied by the mind

in language learning".

Through the years Chomsky devotéd a great deal of time to expli-
cdte his use of the argument from poverty of the stimulus, and
also to defend his use of this argument from various criticisms.>’)
A &etailed and comprehensive appraisal of the role which the
argument from poverty of the stimulus plays in Chomsky's lin-
guistics would constitute a complete study in its own right, and
will therefore not be attempted here. However, there are certain
aspects of this argument that are particularly relevant to the
present inquiry. Below three such aspects are briefly considered.
The first is the status of the argument from poverty of the sti-
mulus as part of the methodological component of Chomsky's

general theory, or research tradition. The second is the evi-
dence presented by Chomsky for the unlearnability of principles
such as the SSC and TSC. The third is the role which data from

a variety of languages can play in the study of linguistic

universals.

Consider/ .
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Consider first the status of the argument from poverty of the
stimulus as part of the methodological component of Chomsky's
research tradition. Laudan {1977:81) provides the following

"preliminary, working definition" of a research tradition.38)

(32) ". . . a research tradition is a set of general assump-
tions about the entities and processes in a domain of
study, and about the appropriate methods to be used for
investigating the problems and constructing the theories
in that domain."

Thus, as Laudan (1977:80) puts it, "a research tradition is

a set of ontological and methodological 'do's' and 'dont's'".
Our main concern here is with the methodological componént of a
research tradition. Laudan (1977:79) clarifies the nature of

this methodological component as follows.

(33) "Very often, the research tradition will also specify
. certain modes of procedure which constitute the legitimate
methods of inquiry open to a researcher within that tra-
dition. These methodological principles will be wide-
ranging in scope, addressing themselves to experimental
techniques, modes of theoretical testing and evaluation,
"and the like. For instance, the methodological posture
of the scientist in a strict Newtonian research tradition
is inevitably inductivist, allowing for the espousal of
only those theories which have been ‘'inductively inferred'
from: the data." :

A specific theory belonging to a research tradition is an in-
stantiation of the general ideas of a research tradition. What
all the theories belonging to a research tradition have in com-
mon, according to Laudan (1981:151) "is that they share the on-
tology of the parent research tradition and can be tésted and
evaluated using its methodological norms”. Specific theories
belonging to the same research tradition can be mutually con-
sistent - if they apply to different parts of the domain of
study - or:inconsistent - if they are rivals.

The research tradition associated with the specific theories
proposed by Chomsky and his collaborators may be called the

"Chomskyan/ . . .



Stellenbosch Papers in Linguistics, VQ].112.01285, 01-605 doi: 10.5774/14-0-98

39) The specific theories be-

"Chémskyan research tradition".
1on§ing to this tradition include rival theories of the initial
staﬁe‘of the language faculty (that is, rival versions of UG) and
theories of the various final states (that is, grammars). Given
the background presented above, it must be assumed that the
methodological component of the Chomskyan research tradition con-
tains a principle which stipulates that the argument from pover-
ty of the stimulus may be used to justify hypotheses about 1lin-
guistic universals. To put it differently: 1In terms of one of
the methodological principles of the Chomskyan research tradition
inquiry into linguistic universals may proceed on the basis of
data from a single language, provided that the argument from
povérty of the stimulus is used. The fact that linguists

other than Chomsky who work within Chomskyan linguistics adopt
thi§ argument, provides evidence that the methodological prin-
cipie permitting the use of the argument do not merely belong

to the narrower domain of Chomsky's linguistics,'but that it does
in fact belong to Chomskyan linguistics. Linguists such as
Lightfoot, Koster, and Freidin - who work within the domain of
Chqﬁskyan linguistics - all accept the use of the argument from
poverty of the stimulus. When he is defending his use of the
argdhent in question, Chomsky is in fact addressing scholars
outside the Chomskyan research tradition.40)

The second point in connection with Chomsky's use of the argument
from poverty of the stimulus to be considered here is the avail-
ability of evidence that the stimulus is indeed too impoverished
for the putative universal principle to be learned. When one
examines Chomsky's claims regarding the unlearnability of cer-
tain’ principles, one is struck by the lack of evidence in his
work about the stimulus, or experience, available to the child
learning a language. 1In addition to Chomsky's (1971) claims
about the SSC and TSC quoted above, consider for example his
(1975a:32) claim that it is "certainly absurd to arque that
children are trained to use the structure-dependent rule"”.

In a'brief discuésion of principles which govern the rules for

f

forming/ . . .
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forming queskions and reciprocal expressions, Chomsky (1980a:
42, 43) makes similar unsubstantiated claims about the evidence
available to!the language learner. Thus, he states that "it
is difficult to imagine that people capable of these judgments
have all had the relevant training or experience to block the
obvious inductive generalization to the ill-formed example".
Also, he claims that ". . . it can hardly be maintained that
children lea}ning English receive specific instruction about
these mattefs or even that they are provided with relevént ex-
perience th;t informs them that they should not make the obvious
inductive géneralization . . ." The reason why Chomsky does not
provide detéiled evidence on the nature of the experience avail-
able to thedlanguaqe learner, is probably that he regards. it as
self-evidenﬁ that the necessary experience is not available to
the languagé learner. Thus, he (1980d:49) states that as re-
gards the facts about question formation and reciprocal expres-
sions feferfed to above, “. . . the environment is impoverished
in that 7t Zs surely false that every person who knows these
facts has been provided with specific data or training indicating

that the facts are as they are . . .

The question naturally arises whether the latter assumption is
warranted. :Some of the comments on (Chomsky 1980c) specifically
concern the nature of the experience to the language learner -
see (Cromer)1980) and (Rachlin 1980). Cromer's contribution is
interestinq:in that he focuses on empirical research about lan-
guage acquisition. Cromer's (1980:16) main claim is that “there
is a great 4ea1 of empirical evidence to support Chomsky's
claims" about the lack of experience available to the language
learner, and the limited role of learning in language acquisi-
tion. Cromér cites various studies of child language and of cog-
nitive growéh in general which provide evidence to support
Chomsky's ciaims. Perhaps not surprisingly, Chomsky (1980d:43)
welcomes "Cromer's insistence on careful attention to data about
language acguisition"”. '

What is/ . . .
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What is surprising, is that Chomsky fails to cite this evidence
iﬁ support of his claims. One explanation is that, previous

to (Cromer 1980), Chomsky was unaware of the existence of the
eQidence. While this may be true for some (and maybe even most)
of the studies cited by Cromer, it is not true for all of them.
As Cromer (1980:18) himself points out, Chomsky (1980c) does
réfer to some studies of adult aphasia which provides evidence
f¢r his views. However, as was argued above, the most probable
explanation for Chomsky's failure to cite the relevant evidence
ié that he regards his claims as self-evidently true, and thus
nét in need of detailed supporting evidence. If this is indeed
tﬂe correct interpretation, then the wisdom of Chomsky's strate-
gy can be questioned. The fact is that many psychologists do
not accept Chomsky's claims. As Cromer (1980:16) puts it,
"Chomsky does himself a disservice by stating too much of his
case in the form of assertions frequently not backed up with
supporting evidence and therefore open to criticism". The danger
is that Chomsky's position "will be ignored or dismissed for

reasons not entirely relevant to the real issues involved."41)

Rs was pointed out above, a comprehensive analysis of Chomsky's
use of the argument from poverty of the stimulus falls outside
the scope of the present study. However, the discussion of
Chomsky's failure to cite supporting evidence for his claims
about the lack of appropriate experience available to the lan-
guage learner highlights at least one issue that should be
examined in such a comprehensive analysis. A prominent feature
of Chomsky's argumentation for the use of the argument from
poverty of stimulus in linguistics is his insistence that his
use of the argument is in all relevant respects analogous to
the use of this argument in, for example, biology. The question
is then whether in biology too the argument from poverty of the
stimulus is used in the absence of detailed evidence on the ac-
tual nature of the stimulus.

The third aspect of Chomsky's use of the argument from poverty

of the stimulus/ . . .
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of the stimulus to be considered here concerns the role of data
from a variety of languages in the study of linguistic universals.
While insisting oﬁ the usefulness of studying linguistic uni-
versals thropgh the analysis of single language, Chomsky has

never denied the usefulness of data from a variety of languages

42) In his more recent works, in

for the study of universals.
particular, Chomsky emphasizes the role which data from a variety
of languageé can play in the study of linguistic universals.
Consider in this connection the remarks in (Chomsky 1981a:6;
1981b:71; 1982a:82). In the various sections beélow careful
attention will be paid to the role which cross-linguistic data

played in the developmental history of binding theory.

There are two further aspects of the evidence presented by
Chomsky {(1973) for the claim that the SSC and TSC constrain the
rules of English which must be noted. Firstly, Chomsky presents
evidence that a large number of the rules of English obey these
conditions, That is, Chomsky presents evidence that the SSC and
TSC plgy*avSignificant role in the explanation of a large number
of facts about the sentences of English. This aspect of the
justification presented in (Chomsky 1973) illustrates the use

of the criterion of evidential comprehensiveness in Chomsky's

linguistics,43) In terms of this criterion, the larger the num-
ber of facts' explained by a hypothesis, the greater the extent

of the justification for this hypothesis.

Secondly, the data presented by Chomsky (1973) for the two con-
ditions may be claimed to belong to two independent types. The
rules claimed by Chomsky to be constrained by the SSC and TSC in-
clude both syntactic transformations and rules of semantic in-
terpretation. Evidence that a certain condition applies to
transformational rules is independent from evidence that the

44) Since

condition applies to rules of semantic interpretation.
Chomsky (1973) is primarily concerned with conditions on the
functioning of transformational rules, it may at first glance

seem strangeithat he presents evidence that the relevant condi-

tions/ . . .
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tions also apply to rules of semantic interpretation. However,
given that ‘a principle of evidential independence is used in
Chomsky's linguistics, Chomsky's use of evidence that the TSC
and SSC constrain rules of semantic interpretation can be ex-

blained.45)

In terms of the principle of evidential independence,
the explanatory power of a hypothesis depends not only on the
number of facts explained by the hypothesis, but also on the
variety of the mutually independent types of facts explained by

it.

The criteria of evidential comprehensiveness and evidential in-
dependence instantiate two of the fundamental principles of
Chomskyan generative grammar distinguished by Botha (1981:433).
The first is the principle of epistemological empiricism, which
stipulates that hypotheses "must be testable in principle and
justified in fact". The second is the principle of methodologi-
cal generality, which stipulates that hypotheses, and the theories
within which they are integrated, "must be of maximal generality".
The principles of epistemological empiricism and methodological
generality, together with the criteria of evidential comprehen-
Siveness and evidential independence, belong to the methodologi-

cal component of the Chomskyan research tradition.

hoth the principles of epistemological empiricism and methodolo-
bical generality underline the importance of empirical success
in the appraisal of Chomsky's linguistic theories. Although they
bear on different aspects of the relation between a theory and
;he facts in its domain, both principles link the merit of a
theory with its success in accounting for these facts. The role
which the criteria of evidential comprehensiveness and eviden-
Eial independence played in the justification of the SSC and

TSC is thus a reflection of the importance attached to empirical

success in theory appraisal.

The following conclusions can be drawn on the basis of the dis-

cussion above.

(34)/ . . .
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(34) a. Tﬁe success of the SSC and TSC in explaining certain
f;cts, i.e., their empirical success, plays a very
important role in their introduction. - To put it dif-
f?rently, empirical success was an important conside-
ration in the replacement of 'I‘x by TX+1’ where Tx
is UG prior to the introduction of the conditions, and
T*+1 is UG after the introduction of the conditions.

!

b. The fact that Chomsky presents evidence that the SSC
and TSC explain a large number of facts, facts which
mbreover belong to two independent types, underlines
the importance of empirical success as a consideration
that justifies theory change within the Chomskyan re-

search tradition.

c. In his argumentation for the universal status of the
SSC and TSC, Chomsky makes use of the argument from

poverty of the stimulus.

d. The adoption of the validity of the argument from
poverty of the stimulus makes it possible to study
linguistic universals on the basis of data from a
§ingle language. Nevertheless, both in principle and
in practice Chomsky admits the relevance of data from
éjvariety of languages for the study of linguistic
universals in general, and the SSC and TSC in particular.

e. The principle stipulating the validity of the argument
from the poverty of the stimulus as a means of inquiring
into linguistic universals belongs to the methodologi-
cal component of the Chomskyan research tradition.

f. The methodological component of the Chomskyan research
tradition also includes the criterion of evidential com-
prehensiveness and the criterion of evidential indepen-

dence, which instantiate the principle of episte-

mological/ . . .
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mological empiricism and the principle of methodological

generality respectively.

g. The methodological principles mentioned above all un-
derline the importance of empirical success in theory
appraisal in Chomskyan linguistics.

3.2.5 The TSC and SSC and restrictions on the form of

transformational rules

Aithough the potential contribution of conditions on function
toward restricting the form of rules is recognized in (Chomsky
1973) ,48)
strictions on the form of transformational rules made possible

this work contains very few specific claims about re-

by the TSC and SSC. 1In this section I outline the various
; .

claims that are made, and consider their significance.

|
Chomsky commonly uses the phrase "to apply blindly" to describe
the application of transformations to phrase markers as being

a7 In fact we

ihdependent of grammatical relations or meaning.
;re dealing here with a restriction on the form of transforma-
tional rules: The structural description of a transformational
rule may not be formulated in terms of grammatical relations or
meaning. In accordance with Chomsky's usage of the phrase "to
apply bliﬁdly“, I will use the term "the principle of blind
application" to refer specifically to this restriction on the
fbrm of transformational rules. However, it is important to
keep in mind that this particular restriction on the form of
transformational rules is only a special case of a much more
géneral restriction on the form of transformational rules. This
more general restriction is the condition on structural descrip-
tions discussed in § 3.2.3 above, which limits the structural
descriptions of transformations to simple strings (u1, e an),
where o can be a terminal string, a category, or a variable.
This condition on the form of transformations automatically ex-
cludes the possibility of formulating transformational rules in

terms of grammatical relations or meanings. In the discussion

that follows/ . . .
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that follows I will refer to this general restriction on the

form of transformational rules as “the simple string cohdition“.48)
Note that the simple string condition (which actually dates from
1961), is in fact assumed by Chomsky (1973).%%) Thus, he (1973:
233) definés a transformation as "a structure-dependent mapping
of phrase markers into phrase markers that is independent of the
grammatical relations or meanings expressed in these grammatical
relations", and he points out that "transformations generally
apply to phrase markers that meet some condition on analyzability
with no regard to other associated properties". (The italics are

" mine.)

The structﬂral description proposed by Chomsky (1973:233, 237)
for the Passive transformation obeys the principle of blind
application (and also the simple string condition). However,

if so formuléted, the Passive transformation overéenerates. It
not only génerates acceptable sentences such as (28b), but also
unacceptable sentences such as (29b). Adoption of the TSC over-
comes this'problem of overgeneration, as is explained in § 3.2.4
above. Chémsky (1973:237, fn. 15) briefly considers, and rejects,
two alternStive solutions to the problem of overgeneration by
Passive. Both these solutions are primarily rejected because,
unlike the ‘solution in terms of the TSC, they are incompatible

with the adoption of the simple string condition.

The first alternative is to add a rule-specific condition to the
Passive trénsformation formulated with the structural description
(X, NP, V,:NP, ¥). Such a rule-specific condition would pre-~
sumably stfpulate a condition on one (or more) of the factors

of the rule. Such rule-specific conditions are in fact prohi-
bited by the simple string condition. The solution in terms of

a rule-speéific condition would thus require relaxing this re-
striction on the form of transformations, with the result that

more rules'(and more grammars) become available. If a solution

in terms of the TSC were adopted, the simple strincg condition could

be upheld. ; Given the aim of reducing the class of available

grammars/ . .
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1

grammars, a solution in terms of the TSC is thus clearly more
attractive than a solution in terms of a rule-specific

cqndition.

Although Chomsky (1973:237, fn. 15) does not explicitly indicate
od‘what grounds he rejects a solution in terms of a rule-
specific'condition, it is fairly obvious that the consideration
of restricting the form of transformations is the crucial one.
Tﬁe discussions of rule-specific conditions in, for exaﬁple,
(Chomsky 1977b:19; 1978a:15) explicitly relate the elimination
of rule-specific conditions in favour of generél conditions such
as the TSC with restricting the formal (descriptive/expressive)
poher of transformations. The link between cénditions on the
fo}m of transformations and the formal power of transformations
is obvious. The stricter the conditions on the form of trans-
formations, the less formal power such rules would have (and

vice versa).

The other solution to the problem of overgeneration by Passive
mentioned by Chomsky is to define the Passive transformation in
terms of relational notions such as 'subject' and ‘object'.

This solution entails giving up the principle of blind applica-
tion {(and thus also the simple string condition, of which the
principle of blind application is a special case). Given the
desirability of reducing the formal power of transformations,
the solution in terms of the TSC is clearly more attractive.

The exact nature of the consideration of restricted formal power
is discussed in detail below. At this point I will simply note

that it is not a straightforward empirical consideration.

There are also straightforward empirical consideratibns that

make this second alternative solution to the problem of over-
generation by Passive less attractive. Chomsky (1973:237, fn. 15)
mentions a number of constructions-in which NPs that are not
direct objects are moved by the Passive transformation. On

Chomsky's/ . . .
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Chomsky's analysis such constructions thus constitute counter-
examples to a Passive transformation formulated in relational
terms.so) It must be noted that even in the absence of such
counterexamples to a reformulation of the Passive transformation
in terms of relational notions, a solution in terms of the TSC
would still be more attractive. The following remark by Chomsky
(1973:255, fn. 34) shows clearly just how much weight he attaches
to the consideration of restricting the form (and thus the formal

power) of transformations.

{35) "In the absence of other considerations, the general point
that the' theory of transformations should not be extended
to permit this option is compelling, if not decisive."

The extension’of the theory of transformations referred to in
{35) is not the same as that discussed immediately above, but

the general pﬁinciple is clearly applicable to all potential
extensions of the theory of transformations. The implication

for the proposed reformulation of the Passive transformation in
relational terms is obvious. Even if the proposed reformulation
faced no counterexamples, a solution in terms of the TSC to the
problem of ovérgeneration by Passive would still be preferred.
The reason is that the extension of the theory of transformations
required by a reformulation of Passive in relational terms must

not be permitﬁed~in the absence of "strong empirical motivation".

Chomsky (1973Y makes a further specific claim about the form of
transformatioris, in connection with an alternative to the SSC.
Chomsky (1973:55 8 and 9) argues for the extension of the SSC
to include ‘the case where the subject of the embedded clause

is controlledfby a category containing X. One of Chomsky's
arguments for -such an extension of the SSC concerns the sentences

presented in (36).
(36) a. We cach persuaded Bill [COMP PRO to kill the

other (s)] {113)
b. *We persuaded Bill to kill each other {112}

(36b)/ . . .
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(36b) is blocked by the SSC as formulated in (1) above. PRO

is controlled by BZll, i.e., it is not controlled by the cate-
gory containing X (= each). Chomsky (1973:255) considers an
alﬁernative to the extended SSC to cover the control case.

The alternative is to restrict each-Movement to a single clause.
One would then in fact be assuming that (37b) is derived from
(37a), and (38b) from (38a). ‘

{37) a. We promised Bill [COMP PRO each to kill
the other(s)] {116}
b. We promised Bill to kill each other {114}

(38) a. We wanted [COMP PRO each to kill the
other (s)] {118}
b. We wanted to kill each other {117}

> .

Chomsky (1973:255) points out two empirical difficulties arising
from the adoption of this alternative to the extended SSC.
Firstly, if (38b) must be derived from (38a), then it becomes

impossible to block the sentences in (39).
(39) 'a. *We each wanted to kill each other {119a}
b. *We would have both wanted to kill each

other {119b}

Secondly, if each-Movement is restricted to a single clause,
then it becomes impossible to derive the sentences in (40).

(40) /
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(40) a. We like [¢ ENP pictures of each other ]
to be on sale] ) {107a}
b. They expect [s [NP each other] to .win]

The hypothesis that each-Movement is restricted to a single
clause, together with the assumption that sentences like

(36b) is derived from structures like (36a), thus make the
wrong predictions about sentences like (39) and (40). These
sentences in fact constitute potential counterexamples to the
hypotheses in question. Chomsky's rejection of the hypothesis
that each-Movement is restricted to a single clause is thus
paftly base% on the existence of counterexamples to this

hypothesis.

There is, thever, another reason why Chomsky rejects this
solution to the problem posed by sentences such as (36).
According to Chomsky (1973:255), the extension of the theory
of transformational rules to permit such rules to be restricted
to a singleyclause, would be "highly undesirable". He goes

on to claim that there are no "strong empirical reasons" to.
motivate su¢h a change. It is in connection with the possi-
bility of pérmitting transformational rules to be restricted
to a single clause that Chomsky makes‘the remark quoted in
(35) above. The point is that the restriction of ecach-
Movement to a single clause must be ruled out, even if this
restriction:is not threatened by any counterexamples, because
it requires:an undesirable and unmotivated extension to the
theory of transformations. Note that the condition on the
form of transformations implicitly assumed is again the simple
string condition which excludes the possibility of stipula-
ting that two (or more) of the factors of an analyzed string
are dominated by a single clause.

In sum/ . . .
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In éum: The only specific claims made by Chomsky (1973)

about restrictions on the form of transformations made pos-.
sibie by the adoption of the TSC and SSC concern the Passive
transformation and each-Movement. In both cases the claim is
thaé the adoption of the conditions makes it possible to uphold
the simple string condition, while the alternatives require
more formal power of UG. 1In this way the SSC and TSC contri-
bute towards restricting the formal power of transformations
(and, ultimately, towards restricting the class of available

grammars) .

The consideration of restricting the formal power of UG plays
an important role in the justification of hypotheses that form
part of UG - general-linguistic hypotheses for short.51) In
general, the more a general-linguistic hypothesis contributes
to restricting the formal power of UG, the greater the extent
of the justification for this hypothesis. The fact that the .
SS¢ ‘and TSC do contribute to restricting the formal power

of transformations, is thus a consideration that increases
the :extent of the justification for these conditions. The
consideration of restricting the formal power of (some compo-

nent of) UG thus plays a role in the choice of T i.e.,

x+1
a version of UG that incorporates the SSC and TSC - over T,
- i.e., a version of UG that differs from Tx+1 in that it does

not incorporate these conditions.

The'consideration of restrictedness of formal power is in a
dual sense empirical in nature. First, restrictedness of
formal power has to do with the success of UG in explaining
certain facts {(or, in Laudan's terminology, to solve empirical

52)

problems) . In particular, the more restricted the formal

power of UG, the greater the success of UG in explaining the

acquisition/ . .
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acquisition of knowledge of grammar, given the impoverished
nature of the data available to the language learner. Second,
any restriction on the formal power of some componént of UG

is subject to empirical test. By restricting the formal power
of UG, predictions are made about what constituteé a possible
grammar . Such predictions can be tested on thé basis of data
from specific languages.

i

However, if one were to focus exclusively on the empiricél nature
of the consideration of restricted formal power, then the way
this consideration is used in concrete cases would remain proble-
matic. When one closely examines Chomsky's argumentation for

a proposed restriction on the formal power of UG - see for example
Chomsky's proposal regarding the simple string condition referred
to above, and also the principle of minimal factorization dis-
cussed in § 3.3.2 below - it strikes one that in these cases no
evidence is presented that a particular restriction on the formal
power of UG makes it possible to explain a specific fact or set
of facts about the acquisition of knowledge of a language pre-

viously left unexplained (or vice versa).

This feature of Chomsky's argumentation for restrictions on the
formal power df UG can be highlighted by contrasting the argumen-
tation with the argumentation presented for proposed conditions
on the function of rules. For instance, in the case of the SSC
and TSC Chomsk& (1973) provides numerous arquments to the effect
that the conditions make it possible to explain specific facts
about the (un)acceptability of English sentences, and their in-
terpretation.' In the case of the simple string condition, or

the principle of minimal factorization discussed in § 3.3.2

below, no analogous arguments are presented.

The relevant/ . . .
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The relevant feature of Chomsky's use of the consideration of
reétricted formal power can be explained on the assumption that
the consideration of restricted formal power has a conceptual
aséect in addition to its empirical aspect. In terms of the
emgirical-conceptual distinction adopted in § 2.3.4.1 above, a
consideration which plays a role in the appraisal of theories is
coﬁceptual if it bears on the relation between a specific theory
and a principle of the general theory, or research ttadition,
associated with this specific theory. One of the most fundamental
prénciples of Chomsky's research tradition is one which stipulates
thét, underlying language acquisition, there exists a set of rich
and restrictive principles as part of the human biological endow-
ment. Chomsky's argumentation for this assumption was outlined
in § 3.2.3 above. A UG is an attempted characterization of this
set of innate principles. A specific UG which makes a large
number of options available to the language learner, and which

is thus not restrictive, is in conflict with the general principle
of Chomsky's research tradiéion referred to above - the innate-
ness principle, for short. Such conflict, or tension, creates

a conceptual problem within Chomsky's linguistics. By restrict-
ing the formal power of UG such tension can be reduced, or even
eliminated. A UG which makes too mahy options available to the
lanquage learner is a theory with excessive formal power. Thué,
any modification to a UG which leads to a reduction in its formal
power would lessen the tension between this theory and the gene-
ral innateness principle of Chomsky's research tradition. By

the same token, any modification to a UG which leads to an in-
crease in its formal power would increase the tension between

this theory and the innateness principle. By recognizing this
conceptual aspect of the consideration of restricted formal power,
one can explain why Chomsky does not justify a restriction on the
formal power of UG - including the simple string condition and

the principle of minimal factorization - by citing specific facts
about language, or language acquisition, which could be ex-
plained in terms of the restriction.

To avoid/ . . .
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To avoid possible misunderstanding, it must be stressed that by
distinguishing a conceptual aspect of the consideration of re-
stricted formal power, it is not being claimed that the considera-
tion is not also subject to empirical test. As pointed out
above, any sbecific proposed restriction on the formal power of
UG can be tested on the basis of data from a natural language.
The innatene'ss assumption - from which the desirability of re-
stricted formal power follows - is also subject to empirical
test. Obviously, this assumption is too general to be tested in
the same way'aé, for example, the SSC. However, the general as-
sumption can be evaluated by combining it with specific claims
about the content of the innate principles which underlie lan-
guage acquigition, and then testing the resulting specific
theories in:the usual way. To the extent that the specific
theories "fit the facts", the general assumption is justified.
To the extent that the resulting specific theories fail to fit
the facts, éhis reflects negatively also on the general assump-
tion. There is considerable textual evidence that Chomsky does
in fact hold this view of the testing of general assumptions,
such as the innateness assumption. For example, in his various
discussions -.of the question whether there is a rich innate struc-
ture, as well as the closely related question of whether the
principles underlying languagewécquisigion aré specific to lan-
guage, Chomsky has always maintained that the issue must ulti-
mately be resolved by the construction of specific theories.ss)
The success, or otherwise, of these specific theories in ex-
plaining the facts of language acquisition will then make it
possible to determine the correctness of the conflicting general

54) The introductory remarks to Rules and representations

claims.
(1980a:3) contain a particularly clear statement of Chomsky's
position on the evaluation of such general claims as the one

under discussion.

(41) "In these lectures, I would like to explore a number of is-
sues relating to human cognitive capacities and the mental
structures that serve as the vehicles for the exercise
of these capacities. Plainly, this formulation of a problem

embodies/ . . .
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embodies assumptions that are far from clear and highly
controversial insofar as they are clear. I will try to
make them clearer, and, I hope more plausible, as I pro-
ceed. In the end, the best way to clarify these assump-
tions and to evaluate them is to construct specific models
guided by them in particular domains, then to ask how these
models fare when interpreted as explanatory theories. If
the leading ideas are appropriate, they will be sharpened
and justified by the success of explanatory theories that
develop them in a specific way." 55)

In sum, then, by distinguishing a conceptual aspect to the con-

sideration of restricted formal power, one can gain greater in-

sight into the nature of Chomsky's argumentation for specific

proposed restrictions on the formal power of UG. The distinc-

tion of such a conceptual aspect in no way conflicts with the

view that specific restrictions on formal power, and the innate-

ness principle from which the desirability of restricted formal

power follows, are subject to empirical test.

The. main conclusions of § 3.2.5 can be summarized as follows.

(42)

L

a. Chomsky (1973) presents only limited justification for
the claim that the SSC and TSC contribute towards re-
stricting the form, and thus the formal power, of
transformations. In particular, he argues in connec-
tion with the Passive transformation and each-
Movement that the TSC and SSC make it possible to up-
hold the simple string condition (and thus also the
principle of blind application).

b. The consideration of restricted formal power has both

an empirical aspect and a conceptual aspect.

c. As regards the empirical aspéct of the consideration,
any proposed restriction on the formal power of UG
is subject to empirical test. Also, restrictedness
of formal power is an essential property of UG if
this theory is to explain the acquisition of knowledge

of grammar/ . . .
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of grammar, given the impoverished nature of the data
available to the language learner.

d. The consideration of restricted formal power has a
conceptual aspect, insofar as a specific version of
UG with excessive formal power is in conflict with the
general assumption that there exists a set of rich
and restrictive innate principles underlying language
acQuisition. Proposed restrictions on the formal
power of UG can lessen the tension between a'specific

UG and the innateness principle.

e. Aniadequate account of Chomsky's justification for the

choice of a version T of UG over another version Tx

. X+1
in terms of the consideration of restricted formal
power, requires reference to the conceptual aspect .
of this consideration.

‘

3.2.6 The Haturalness of the SSC

Chomsky (1973:270) claims that the SSC has "a certain natural-
ness". In particular, Chomsky observes that, in some cases,

the SSC "has the effect of reducing ambiguity, or, to put it
differently, of increasing the reliability of a reasonable per-
ceptual strategy that seeks the nearest NP to a verb (or the head
noun of a nominal phrase) as its subject". So, for example, the
SSC implies that (43) must have the interpretation indicated

in (44a), but not that indicated in (44b).

(43) The men expected [ the police to arrest each other] {191}

(44) a. The men expected [ the police each to arrest the

oéher(s[] {192}
b. The men each expected [:the police to arrest the >

other(s) | {193}

(43) cannot/ . . .



Stellenbosch Papers in Linguistics, Vot 14389'85, 01-605 doi: 10.5774/14-0-98

(43) cannot be derived from (44b), because of the presence of
the specified subject theé police.

If, contrary to the assumption made above, the deep structure
poﬁition of each plays no role in the interpretation of a sen-
tence, then the SSC will guarantee a correspondence between

deqp structure position and scope as determined by surface struc-
ture interpretation rules. The latter consequence is charac-
terized by Chomsky (1973:270) as "rather natural". I will post-
poné an analysis of the role which this naturalness considera-
tion plays in the justification of the SSC until later. The
reason for this decision is that in some later works Chomsky is
much more explicit on the relevance of considerations of natural-
ness in the evaluation of linguistic>hypothesis, and the analysis
of the consideration outlined above can be more insightfully pre-

sented against the background of these works.

3.2.7 Chomsky's reaction to empirical difficulties threatening
~ the SSC and TSC

At  the time of their introduction, Chomsky (1973) noted certain
empirical difficulties threatening the SSC and TSC. These em-
pirical d;fficulties take two forms: counterexamples for the
conaitions, and phenomena left unexplained by the conditions.
The[exact nature of these empirical difficulties, as well as
the{specific steps taken by Chomsky to deal with these difficul-
ties, are analyzed in detail in §§ 3.2.7.1 - 3.2.7.5 below.
The‘cases discussed in these sections illustrate an important
comﬁonent of Chomsky's methodology, namely a tolerant attitude
towérds empirical difficulties, including counterexamples. This
attitude -~ which, following Botha (1981:14), is called

"epistemological tolerance" - is discussed in § 3.2.7.6.

3.2.7.1 wh-Movement, Strict Cyclicity and the COMP-escape hatch

The formulation of the TSC presented in (2) above excludes from

this condition/ . . .
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this condit;on a Y that is in COMP. The first formulation of the

TSC considered in (Chomsky 1973:238) does not contain this clause.

(45) "No rule can involve X, Y, in the structure {20}
. ~ .
T RTINS SR

where a is a tensed sentence.”

Chomsky (1973:243) points out that wh-Movement in cases such as
(46) violates the TSC, as formulated in (45), as well as the SSC.

(46) a. COMP you told me [ o COMP Bill saw something] (50}
b. What did you tell me that Bill saw {49}

Movement of the wh-phrase from the embedded sentence into the
COMP position of the matrix clause violates both the SSC (be-
cause the embedded clause has a specified subject Bill), and the
TSC as formulated in (45) (because the embedded clause is
tensed) . wh}Movement thus constitutes a potential counter-
example to both the SSC and TSC.

In order to 6vercome the problem which wk-Movement poses for the
S8C and TSC, Chomsky makes the following assumptions.

(i) :The base rules include the following rules.

(47) a. s '» COMP S'
b. S' » NP AUX VP

(ii). 'S, but not S', 'is the domain of cyclic rules.

(iii) An element in COMP can only be moved into another
COMP. (This condition is known as the COMP-COMP
'condition, and is formulated as in (48) below.)

(48) "No rule can involve X, Y in the structure {55b}
“.x...[a.“ Z ... =WYV ... ...
where Y is in COMP and X is not in COMpP"

(iv)y/ . . .
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(iv) wh-Movement moves a wh-phrase into COMP position.

(v) wh-Movement applies cyclically, in accordance with
the Strict Cycle Condition (49).

(49) "No rule can apply to a domain dominated by a cyclic {51}
' node A in such a way as to affect solely a proper
subdomain of A dominated by a node B which is also a

cyclic node."

(vi) An element in COMP may be extracted from a tensed
clause. The formulation (45) of the TSC is thus

replaced with the formulation (2).

It follows from (i) - (v) that (46b) is not directly derived from
{(46a), but only via the intermediate stage (50), with wh-Movement
on the lower cycle.

(50) COMP you told me [ g what] Bill saw] {52}

[COMP
The assumptions outlined above enable Chomsky to overcome'the
problem posed by wh-Movement in cases like (46b) for the SSC

and TSC. Consider firstly the SSC. wh-Movement on the inner-
most cvcle does not violate the SSC, since no element is moved
out of a cyclic node. wh-Movement on the highest cycle - i.e.,
the movement of the wh-phrase from the COMP position of the em-
bedded clause to the COMP position of the matrix clause - does
not violate the SSC. The wh-phrase is not moved out of the em-
bedded clause across the specified subject of this clause. 1In
the cése of the TSC, wh-Movement on the innermost cycle does

not violate the TSC, since no element is moved out of a tensed
clause. wh-Movement on the highest cycle does not violate the
TSC, formulated as in (2), since the latter formulation allows
for elements in COMP position to be moved out of a tensed clause.

In the terminology of Botha (1981:§11.2.2), Chomsky's reaction

to the problem/ . . .
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tc the problem posed by w/-Movement for the SSC and TSC can be
characterized as a combination of protection and modification.ss)
In the case of the SSC, the condition itself is retained with-
out any modification. Certain auxiliary hypotheses are adopted
to protect the SSC, irncluding (i) S rewrites to

COMP and S',” (ii) &, but not S', is the domain of cyclic

rules, (iii) an element in COMP can only be moved into another
COMP, (iv) wh-Movement applies cyclically. These auxiliary
hypotheses are also used by Chomsky to protect the TSC. However,
the TSC itself is also modified, to exclude cases where Y is in
COMP. 5 .

The first au;iliary hypothesis identified above which plays a
role in Chomsky's protection of the SSC and TSC - viz. that the
base rules include the rule S - COMP S' - is, strictly speaking,
not a hypothesis introduced by Chomskv. He actually takes over
this hypothesis from Bresnan. She (1970, 1979, especially

chapter 1), provides various arguments for it.57)

As regards the hypothesis that S, but not S', is the domain of
cyclic rules, there is some independent justification for this
hypothesis to be found in (Chomsky 1973) - indeperdent, that is,
from the SSQ and TSC, although not independent from the condi-
tions approach of which the SSC and TSC form part.ss) If S and
NP, but not S', werethe cyclic nodes, then wh-Movement could ex-
tract a wh-phrase from a non-subject NP, without violating the

59) If, however, S' were also a cyclic node,

Subjacency Condition.
wh-Movement in such cases would actually violate the latter
condition. The example in (51) shows that sentences resulting

from such an application of wh-Movement is acceptable.

(51) a. who did you see a picture of , {86a}

b. COMP [:S' you saw [:NP a picture of who!

It is then to prevent the Subjacency Condition from wrongly
blocking the derivation of such sentences, that Chomsky (1973)

assumes that S, but not S', is a cyclic node.

The COMP-COMP/ . .
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The COMP-COMP condition, plus the hypothesis that wh-Movement al-
wa&s moves a wh-phrase into COMP position (irrespective of
whether this COMP is marked +WH), are also required by the Sub-
jaeency Condition. The Subjacency Condition rules out all un-
bonnded movements (and unbounded deletions). The COMP-COMP
condition, and the hypothesis that wh-Movement always moves a
wh-phrase into COMP position, are needed to ensure the bounded-
nees of the operation performed by wh-Movement. Given the de-
sirability of the Subjacency Condition, there is thus some (in-
direct) independent justification for the auxiliary hypotheses

under discussion.

Consider, finally, the auxiliary hypothesis that wh-Movement
applies cyclically. Without giving any specific references,
Chomsky (1973:243, fn. 22) dismisses all arguments that wh-
Movement cannot be a cyclic rule as irrelevant. He claims that
none of the arguments in the literature apply to the formulation
given in (Chomsky 1973). 1In their review of (Chomsky 1973) -
"Remarks on 'Conditions on transformations'" - Bach and Horn
(1976:289) mention a few works in which arguments against the
cyglicity of wh-Movement is presented: (Bach 1971}, (Postal
1971, 1972).60)
that the arguments in the literature against the cyclicity of

Bach and Horn (1976) challenge Chomsky's claim

wh-Movement do not apply to his formulation. They discuss one
example to support their claim, an example that crucially depends
on the assumption that wh-Movement in the embedded clause is
obligatory. As Chomsky (1977c:128, fn. 19) points out, he
(1973:513) actually assumes that the rule is optional. Note, in-
cidentally, that Chomsky (1977c:128, fn. 19) also rejects Bach
and Horn's claim that the "“possibility of optional Wh Movement
destroys the only remaining positive argument for successive-
cyclic application". 1Instead, Chomsky claims that the optiona-
lity of wh-Movement is irrelevant to the arguments for successive

cyclicity.
Chomsky (1973) not only rejects as irrelevant all arguments

against/ . . .
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against the Eyclicity of wh-Movement. He (1973:244) also pro-
vides some justification for the hypothesis that wh-Movement ap-
plies cyclicélly, justification that is independent from the pro-
blem posed by wh-Movement for the SSC and TSC. Chomsky claims
that this hypothesis can explain why a wh-phrase cannot be moved -
out of an inﬂirect question. Consider, for example, the un-

acceptable sentence (52a), with the underlying structure (52b).61)

(52) a. *What did he wonder where John put ' {57}
" b. COMP he wondered [:S COMP John put what where] {58}

Given the St?ict Cycle Condition, the hypothesis that wh-Moyement
applies cyclically permits no rule application to give (Séa).
Suppose, for;example, that what is first moved into the COMP
position of ﬁhe matrix clause. Then wh-Movement cénnot return
to the lowerﬁdycle to move there to the embedded COMP position.
The fact that wh-phrases cannot be extracted from indirect
questions is’in an obvious sense independent from the fact that
wh-phrases cén escape from an embedded clause that is tensed or
contains a specified subject. These facts concern two different
constructions - indirect questions versus embedded clauses that
are not indirect questions. Moreover, the properties of the two
constructions to be explained differ. On the one hand, it must
be explained why wh-phrases cannot be moved out of indirect
guestions. On the other hand, it must be explained why wh-
phrases can be moved out of embedded clauses in violation of the
SSC and TSC. There is also some indirect independent justifica-
tion for cyclicity deriving from the Subjacency Condition, since

the latter condition presupposes Cyclicity.62)

In sum, then, Chomsky (1973) uses the same auxiliary hypotheses
to overcome potential counterexamples to the SSC and the TSC.
Moreover, all the hypotheses used by Chomsky (1973) to overcome
the problem which wh-Movement poses for the SSC and the TSC are
claimed by him to have some justification which is independent
from the two conditions.

'

Let us/ . .
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Let us now consider the modification to the TSC. In terms of
this modification the domain of the TSC is restricted to exclude
all movement of elements that are in COMP to another clause.
This modification is not effected in an arbitrary way. The mo-
dification indicates that the exceptions to the TSC belong to a
well-defined class, namely extractions of elements from COMP. ‘
Such extractions actually have another special property. Any
element extracted from COMP can only be moved to another COMP.

The main points of the discussion above of Chomsky's reaction
to the problem which wh-Movement poses for the SSC and TSC can

be. summarized as follows.

(53) a. wh-Movement violates both the SSC and TSC, that is,

it is a potential counterexample to these conditions.

b. In order to overcome the problem which wh-Movement po-
ses for these conditions, Chomsky adopts a number of
auxiliary hypotheses to protect the conditions, and

also proposes a modification of the TSC.

c. The same auxiliary hypotheses which Chomsky (1973)
uses to overcome the problem which wh-Movement poses
for the SSC are also used to overcome the problem which

wh-Movement poses for the TSC.

d. All the auxiliary hypotheses used by Chomsky to pro-
tect the SSC and TSC from the problem posed by wh-
Movement are independently justified within the con-
text of (Chomsky 1973).

e. The modification of the TSC is systematic, in that it
excludes a well-defined class of operations from the
condition.

f. There is a close interrelationship between the SSC and

the Tsc/ . . .
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'

the TSC, cn the one hand, and the Subjacency Condi-
tion, on the other hand. This is emphasized by the
fact that several of the assumptions needed to make
wh-Movement consistent with the SSC and TSC (for
ekample, that S, but not S', is a cyclic node, that
wﬁ—Movement applies cyclically) are also presupposed

by the Subjacency Condition.
i r

I
3.2.7.2 The SS5C and traces

Chomsky (1973:510) considers certain aspects of the rules of
English that cannot be explained on the basis‘of the SSC, as
formulated in (1) above. The examples discussed in Chomsky's
§ 10 are those in which X, in the structure .

X oo. [peev 2. - WYV ... ] ..., is not a possible con-
troller. Two subcases are distinguished: X = 7it, as in the
case of it-keplacement, and X = COMP, as in the case of wh-
Movement. During his discussion of these cases, Chomsky takes
the important step of introducing the notion 'trace' to deal

with certain empirical inadequacies of his conditions.

Consider, firstly, the case of it-Replacement. The SSC makes
the wrong predictions about the applicability of it-Replacement
in cases like (54) and (55).

(54) a. It is pleasantfor the rich [ 4 COMP PRO to do
the hard work] . {164a}
b. The hard work is pleasant for the rich to do {164b}
(55) a. It is tough for me [ o COMP PRO to stop
[COMP PRO looking at Harriet] ] {166b)
b. Harriet is tough for me to stop looking at {167b)

In (54a) X = it, Y = the hard work, and Z (= PRO) is controlled
by the rich. The SSC wrongly predicts that it-Replacement can-

not apply to extract the hard work from the embedded clause,

because 2/ . .
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because Z is not controlled by a category containing X. The
acceptability of (54a) shows that, contrary to the prediction
of the SSC, it-Replacement can perform the relevant operation.
Exactly the same is true for (55), with X = ©¢t, Y = Harriet,
and Z (= PRO) is controlled by me. it-Replacement thus con-
stitutes a potential counterexample to the SSC.

Choméky (1973:262f) considers two possible ways to deal with the
problematic it—Replacement data. A first possibility is to
suppiemeﬁt the subcase (56b) of the SSC with the provision pre-
sentéd in (57).

(56) a. 2 is not controlled-at all {160}
b. 2 is controlled by a category not containing X

(57) “where the minimal major category containing

X (i.e., MMC (X)) is a possible controller.“63"

{161}

If (57) Qere added to subcase (56b) of the SSC, then this condi-
tion would predict that 7Zt-Replacement can apply to derive (54a)
and +(55a). In both these cases the minimal majér category con-

taining X is-not a possible controller. Characterized in gene-

ral terms, this option involves modifying the SSC by adding the

clause in (57) to one of the subcases of the SSC, namely (56b).

In terms of this modification, the domain of the SSC is restric-
ted, by the exclusion of all cases where X is not a possible

controller of 2.

The second possibility considered by Chomsky is to adopt a rule
of PRO-Replacement, which moves the NP the kard work in (54a) to
the position of PRO on the internal cycle. The structure in (58)
will then be derived.

(58) It is pleasant for the rich [:S COMP the hard work
to do] - {170}

it-Replacement/ . . .
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ic-Replacemént can then extract the NP the hard work from the em-
bedded clause, because the structure in (58) is not of the fcrm
to which th§ SSC applies. A similar analysis can be made in the
case of (55). Characterized in general terms, this second optioq
involves retaining the SSC in an unmodified form, and adopting

an auxiliary hypothesis to protect the SSC.

Chomsky (1973:264) chooses this second possibility to deal with
the relevant counterexamples to the SSC. The five considerations

on which he:bases his choice are the following.

(i) 1If the provision (57) were added to subcase (56b) of
the 8Sc, then the ssC would wrongly predict that wh-

Movement can derive (59a, b).

{59) a. *Who did John make a fortune by cheating {163a}
b. *Where did John make a fortune while living {163b}

In (59a, b) X is COMP, which is not a possible controller. Un-
der the proposed revision of the SSC, wh-Movement might then ap-
ply to extréct who from the embedded clause. The unaéceptabili-
ty of (59a,:b) indicates that, in fact, wh-Movement cannot per-
form the reievant operation. Chomsky thus rejects the modifica-
tion of the:SSC on the basis of empirical criticism that can be
brought.against it. Note that the relevant criticism does not
apply to thé hypothesis that English contains a rule of PRO-
Replacement’. The latter hypothesis correctly predicts that wh-
Movement cannot apply to (59a, b) since the subject PRO of the
embedded ciguse is controlled by John.

(ii) If the provision (57) were added to subcase (56b) of the
SSC, then the application of tt-Replacement to extract
Haprrier in (55a) and in (60a) would violate the Subjacen-

¢y Condition.

(60)/ . . .
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(60) a. It is tough for me [S COMP PRO to stop Bill

from [:S COMP PRO looking at Harriet] 7] {168}
b. Harriet is tough for me to stop Bill from
looking at {169}

Ho&ever, if a rule of PRO-Replacement were adopted, it-
Reblacement would not violate the Subjacency Condition. From
his remarks (1973:264), it is obvious that Chomsky chooses the
ru}e of PRO-Replacement, rather than modifying the SSC, because
the first possibility allows him to "preserve" the Subjacency
Condition;64) The Subjacency Condition explains a large number
of facts about the application of the rules of English. Giving
gp2this condition would leave these facts unexplained. This
second consideration on which Chomsky bases his choice of the
PRb-Replacement rule is thus also empirical, since it bears on
the ability of UG to explain certain facts (specifically, those
that follow from the Subjacency Condition).

(iii) Chomsky claims that a rule of PRO-Replacement contributes
very little to the overall complexity of the grammar of
> English. Adding this rule.permits at very little cost,
a generalization of an obligatory rule already required

in the grammar, namely the rule that derives (61) from

: (62).
(61) a. John is likely to leave _ {172a}l
b. John seems to be a nice fellow {172p}
(62) a. It is likely [ g COMP John to leave] {171a}l
'b. It seems [ o COMP John to be a nice fellow] {171b}

The rule in question is, of course, it-Replacement. This third
consideration is partly empirical and partly conceptual. It is
empirical in that the evidence for it-Replacement also supports
PRO-Replacement, given that PRO-Replacement can be merged with
it-Repldcement. It is conceptual in that it bears on a concep-

tual. property/ . - ..
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tual property of the grammar of English, namely its overall

complexity.ss)

(iv) 1If thefe were a rule of PRO-Replacement, with the added
proviso that it is obligatory under certain circumstances,
then some of the restrictions on Zt-Replacement could be
explained in terms of the ordering of Passive and PRO-

Replacement.66’

If postulating a rule of PRO-Replacement
can indeed explain the restrictions on 7t-Replacement,
then there is additional empirical support for PRO-

Replacement.

(v) If there were a rule of PRO-Replacement, then certain
observations by Bresnan about stress contours could be

67)

explained. These facts provide additional empirical

suppor} for PRO-Replacement.

Chomsky's choice of the possibility of adding a rule of PRO-
Replacement ﬁo the grammar of English over the possibility of
modifying the SSC by adding the provision (57) is thus based

-on empirical considerations, with only a very limited role played
by a conceptual consideration. The discussion above also makes
it clear that there is some independent justification for PRO-
Replacement. ;

Chomsky (1973:265ff) points out that the adoption of a rule of
PRO-Replacement does not solve all problems. Consider the sen-
tences in (63b), (64b), and (65b).

(63) a. It is easy for the others [COMP PRO to please
each of the men| {174a)
b. *The men are easy for each other to please {173a}

(64) a. It.seems to each of the men COMP John to like
the others] {174b}

b. *John seems to the men to like each other {173b}

(65)/ . .
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(65) a. It is fun for each of the kids [COMP PRO to

give toys to the others] {174¢}
.b. Toys are fun for the kids to give each
other (?) ’ {173¢}

" According to Chomsky, (64b) is the worst, and (65b) is better
than (63b). Even if English contained a rule of PRO-~
Replacement, none of the conditions discussed in (Chomsky 1973)
could explain the unacceptability of (63b) and (64b). The
failure of the conditions - including the SSC and TSC - to ex-
pléin the unacceptability of these sentences, constitutes an

empirical problem for the conditions.

To overcome this problem, Chomsky (1973:266) first considers or-
defing each-Movement before it-Replacement. The unacceptabili-
ty of (63b) and (64b) could then be explained. In order to de-
ri?e (64b) , for example, each-Movement would have to apply while
John is still in the subject position of the embedded clause.
Such an application is ruled out by the SSC. However, the hy-
poﬁhesis that each-Movement applies before it-Replacement leads
td .a problem in the case of (65b). Application of PRO-
Replacement on the innermost cycle of (65a) gives (66).

(66) It is fun for each of the kids [COMP toys to give
the others] {176}

If it is assumed that each-Movement applies before it-Replacement,
then each-Movement must apply to (66) at this point if (65b) is

to be derived. However, each-Movement can only apply if the po-
sitioﬁ of PRO in (65b), now occupied by the complex structure
E:oys , PRO] ,68)
kids of the matrix clause. If this position is no longer con-
trolled by each of the kids, the SSC will block the application
of vach-Movement. In order to derive (65b), control must thus

is still controlled by the phrase each of the

be ;egarded as an enduring property of the paired positions in
cases like (66), where PRO-Replacement has created a complex

structure/
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structure cdnsisting of PRO plus lexical item in the embedded
subject position. Also, the SSC would have to be reformulated
so that a pésition is not considered to be lexically specified
if it is controlled. Chomsky (1973:266) remarks that “these

consequences, while not intolerable, nevertheless do not seem
to me particularly desirable". In view of these undesirable

cohsequenceé, Chomsky drops the assumption that each-Movement

precedes 7t Replacement.

(65b) in faét constitutes a counterexample to an analysis of
(63b) and (édb) that incorporates the assumption that each-
Movement precedes it-Replacement. This counterexample could be
avoided if two additional steps were taken: (i) It must be
assumed that control is an enduring property of the paired posi-
tions in cases like (66), and (ii) the SSC must be reformulated
so that a position is not to be considered lexically specified
if it is controlled. These two steps are rejected as "undesi-
rable" by Chomsky. He does not provide any reasons as to why he
regards these steps as undesirable. An obvious consequence of
the second step would be that the SSC can no longer block (63b).
Recall that the alternative to the SSC - formulated to include
the control.case - in such cases is to restrict each-Movement to
a single clause. The reasons why Chomsky rejects thg latter

move is outlined in § 3.2.5 above.

If the assumption that each-Movement precedes it-Replacement is
dropped, then the derivation of (65b) becomes unproblematic. In
order to account for (64b), Chomsky assumes that when the NP

John replaces it in (64b), it leaves behind a "trace" which it
controls. Given the presence of this controlled trace in the
subject pos;tion of the embedded clause, the SSC will block the
application’ of each-Movement, thus explaining the unacceptability
of (64b). However, as Chomsky (1973:267) points out, the trace-
approach will not work in the case of (63b). The unacceptability

of the latter sentence thus remains unexplained.

The hypothesis/ . . .
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The:hypothesis that ii-Replacement leaves behind a controlled trace
thus enables the SSC to overcome an empirical difficulty.
Speéifically, the adoption of this hypothesis enables the SSC to
explain the unacceptability of (64b). Note, however, that the
unaéceptability of (63b) remains unexplained.

Let us now turn to wh-Movement. Consider the application of
wh-Movement and each-Movement in (67).

{67) a. COMP they each expected [COMP who to kill the

others ] {182}
b. Who they each expected to kill the others {187}

c. *Who did they expect to kill each other {188}

Cyciic application of wh-Movement in (67a) gives (67b). each-
Movement can then apply to give (67c). However, (67c) does not
havé the interpretation of (67b). To explain this fact, Chomsky
first considers ordering each-Movement before wh-Movement. The
SSC would then block the application of each-Movement, because

the 'subject position of the embedded clause contains the specified
subject who at the stage where each-Movement must apply. The
derivation of (67c) from (67b) would then be blocked. However,
the assumption that each-Movement precedes wh-Movement does not

suffice in all cases. Consider the derivation in (68).

(68) a. COMP Bill wanted [COMP they each to expect
[COMP who to kill the others] ] {189}
b. COMP Bill wanted [COMP they each to expect
[who to kill the others] |
c. COMP Bill wanted [COMP they to expect who
to kill each other]
d. COMP Bill wanted [who they to expect to kill
each other]
e. *Who did Bill want them to expect to kill each
other

on the/ . .
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On the innermost cycle wk-Movement applies to (68a) to give (68b).
On the next cycle - assuming that each-Movement precedes wh-
Movement - (68c) is first derived by applying each-Movement, and
then (68d) is derived by wh-Movement. On the last cycle, wh-
Movement (tégether with the obligatory rules of Auxiliary Inver-
sion and Caée Assignment) derives (68e). The assumption that
each-Movemeﬁt precedes wh-Movement therefore does not suffice

to rule out}the derivation of the unacceptable (68e). In fact,
(68e) constitutes a potential counterexample to the proposed
analysis of (67), an analysis that incorporates ‘the assumptlon

that each- Movement precedes wh-Movement.

In view of the empirical criticisms that can be raised against
the assumption that each-Movement precedes wh-Movement, Chomsky
rejects thi; assumption. Instead, he assumes that wh-Movement

- like it-Réplacement - leaves behind a trace. 1In the case of
wh-Movement; this trace is controlled by the moved wh-phrase.

In (68b) who will thus control its trace in the subject position
of the lowest embedded clause. Because of the presence of this
controlled subject, the SSC will prohibit each-Movement from
moving each:into the embedded clause, thus blocking the deriva-
tion of (68e)’. 1In the same manner the trace of who in (67b) will
"prevent the application of each-Movement to give (67c). The SSC°
can then explain the nonapplication of each-Movement in (67c)

and (68c), if it is assumed that wh-Movement leaves a controlled

trace behind.

Recall that Chomsky's (1973) aim is to restrict the formal power
of transforﬁations. In order to achieve this aim Chomsky must
show that constraints on the applicability of transformations can
be explained in terms of general - i.e., universal - conditions
on rules. Cases in which these general conditions fail to ex-
plain the cénstraints on rule application are then clearly pro-
blematical.i In fact, such cases can be regarded as potential
counterexamples to the system of conditions proposed in (Chomsky
1973) —Afor;short, the "Conditions"-framework. Cases such as

(64b) and/ . . .
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(64b) and (68e), in which the conditions fail to explain the non-
. applicability of each-Movement, thus constitute potential counter-
examples to the "Conditions"-framework. ' When viewed against this
background, it becomes obvious that the hypothesis that Zt-
Replacement and wh-Movement leave behind controlled traces are
very important within the context of (Chomsky 1973).

One striking feature of Chomsky's (1973) presentation of the no-
tioA that transformational rules leave behind controlled traces,
is the extent to which crucial issues are left unclear. To men-
tioﬁ but a few examples: Chomsky does not specify exactly what
claés of movement rules leave behind traces. While he (1973:
269, fn. 4) does suggest "that every rule that moves an item from

69) leaves

an obligatory category (in the sense of Emonds (1970))
a trace", it is by no means clear whether these are the only
rulés that leave traces. Also very little information is pro-
vidéd about the nature of traces, and the ways in which they in-
teract with conditions other than the SSC. No information is
provided as to how traces can be associated with the correct
moved phrase, a problem that obviously arises in structures where
thére is more than one trace. Trace theory, as presented in

(Chomsky 1973}, is thus in crucial respects obscure.

Despite this obscurity in its content, Chomsky (1973) tries to
show that there is some independent justification for the no-
tion that (certain) movement rules leave traces. He (1973:269,
fn. 49) claims that this notion makes it possible to explain
the obligatory character of NP-Preposing in Passive in senten-
ces versus its optional character in noun phrases. Of crucial
importance is the fact that this explanation incorporates the
assumption that in simple N-V-N sentences the subject position
0) It is
thus possible to avoid the assumption made by Emonds, namely

is filled by a full NP in the underlying structure.7

that the subject position of such sentences is obligatorily emp-
ty in the underlying structure. The latter assumption is
claimed by Chomsky to be problematical, although he provides no
reasons for his judgment.

The second/ . . .
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The second fragment of independent justification which Chomsky
(1973) presénts for the notion that movement rules leave traces,
specificall§ bears on wh-Movement. He (1973:282) argues that
trace theorf makes it possible to adopt "a fairly simple rule of
interpretation for wh-Questions"”, namely the rule in (69).

(69) "The phrase [ , [wh, NE] + WH]... PRO ...] is interpreted
with PRO a variable bound by the node [wh, NP] and ... the

semantic interpretation determined by the derivation of q65."

Chomsky (1973:fn 65) explains that PRO is the trace of wh-
Movement. The fact that traces facilitate semantic interpretation
provides some independent justification for the notion that move-

ment rules leave traces, in Chomsky's view.

When considering the question of independent justification for
traces presénted in (Chomsky 1973), one must keep in mind that
since the eérly seventies there has been an ongoing attempt by
Chomsky (and his students) to find independent justification for

71) .Drawing on work done by, for example, Wasow and

traces.
Fiengo, Chomsky (1975a) presents several arguments which are

claimed to be independent for trace theory: (i) trace theory
facilitates;semantic interpretation (pp. 93-96); (ii) trace

theory provides a solution to the “"crossover" problem original-

ly noted by:Postal (1971) {pp. 99-100); (iii) trace theory provides
an explanation of where downgrading rules are possible (pp.
106-110) . 'The argument that traces enable the SSC to apply to

a wider claés of cases also features quite prominently in works

that fdllow:(Chomsky 1973) - see, for example, Chomsky (1975a:
102-103); Chomsky (1976a:320f.). Let us briefly look at the
argument in the latter work. '

(70) the men like each other {14a)
{71)  the men want [John to like each other] (15a}
(72) the men seem to John [t to like each other] {19a)}
(73)  John seems to the men [t to like each other]  {20a)

(70) is/



-156-
Stellenbosch Papers in Linguistics, Vol. 14, 19%5, 01-605 doi: 10.5774/14-0-98

{70) is analogous to (72), and (71) is analogous to (73). The
rule of Reciprocal Interpretation applies in (70).72) Similarly,
it applies in (72), as if there is no specified subject in the
embedded sentence, t being the trace of the men. The SSC blocks
the application of the Reciprocal rule in (71), because of the
presence of the specified subject John in the embedded sentence.
Similarly, the SSC blocks the application of the Reciprocal Rule
in (73), with t, the trace of John, acting as the specified sub-
ject. Chomsky (1976a:321) concludes on the basis of such examples
that "the trace theory thus permits otherwise valid conditions

to apply, again overcoming cases of misapplication of rules:

overgeneration in the case of the reciprocal rule . . .".

The main points of the discussion above can be summarized as

follows.

(74) a. <it-Replacement in sentences like (54), (55) constitutes
) a potential counterexample to the SSC. In order to
make it-Replacement in such cases consistent with the
SSC, Chomsky adopts an auxiliary hypothesis, namely
> that English has a rule of PRO-Replacement. Indepen-
dent justification of a mainly empirical nature is

presented for this hypothesis.

b. The conditions face a further empirical difficulty, in

» that they fail to explain certain constraints on the
interaction between it-Replacement and each-Movement,
and between wh-Movement and each-Movement. In order
to overcome this difficulty, Chomsky adopts another
auxiliary hypothesis, namely that it-Replacement and
wh-Movement leave behind controlled traces which act

as specified subjects.
c. Chomsky {1973) clearly regards it as important that
there should be independent justification for trace

theory, and in (Chomsky 1973) a limited amount of in-

dependent/ . . .
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dépendent justification is in fact presented for trace
tﬂeory. When considering the question of independent
justification for trace theory, one must also take in-
to account the fact that since the early seventies
there was a determined effort by Chomsky and his as-
sociates to find a wide range of independent justifica-

tion for this theory.

d. Within the context of (Chomsky 1973), a conceptual
cgiticism can be raised against trace theory, on the
basis of its obscurity of content.

e. Even with the adoption of trace theory, all empirical
problems are not overcome - see (63b) above. The pro-
blem raised by (63b) is noted by Chomsky, and further

iénored.

3.2.7.3 The SSC and the feature [+ definité]

The sentences (75) - (77) below illustrate a three-way gradation
of acceptability with respect to wh-Movement from NPs.

(75) a. C@MP you saw [ oo pictures of whoj {30a}
b. Who did you see pictures of {30b}

(76) a. COMP you saw [:NP the pictures of whg]
b. ?Who did you see the picture of

(77) a. COMP you saw [ oo John's pictures of who] {31a}
b. *Who did you see John's pictures of {31b}
According to Chomsky (1973:239, fn. 19), (75b) is completely ac-

ceptable, (76b) less acceptable than {75b) but more acceptable
than (77b), and (77b) completely unacceptable. The SSC, for-
mulated as in (1) above, cannot explain why (76b) is less ac-
ceptable than (75b), but more acceptable than (77b). The failure

of the ssc/ . . .



Stellenbosch Papers in Linguistics, Vol. 11',11%,'01—605 doi: 10.5774/14-0-98

of the SSC to explain this gradation of acceptability could con-
étitute grounds for empirical criticism of this condition, and
in fact the whole "Condition"-framework. As is explained in

§ 3.2.7.2 above, cases like these, in which the conditions pro-
éosed in (Chomsky 1973) fail to explain the constraints on rule
opplication, can be regarded as constituting potential counter-
éxamples to the "Conditions"-framework.

Chomsky claims that the incorporation of the feature [+ definite]
in the SSC could overcometheproblem posed by sentences like

(75) - (77). 1If the SSC were to include the feature [+ definite],
then (77b) would constitute a double violation of the SSC (given
éhat lexical subjects are [} definite]), (76b) would constitute

a single violation, and (75b) no violation at all. The distinc-
éion between a double violation, a single violation, and no vio-
lation of the SSC could then account for the differences in
acceptablllty exhibited by (75) - (77). 73)

Chomsky (1973) does not provide a definition of the notion
‘definite' used in the proposed modification of the SSC. 1In his
»article, "Toward an explanation of certain peculiarities of the
éxistential construction in English", Milsark (1977:5) observes
ﬁhat the status of the notion in linguistic theory is "anything
out clear". He points out that while there is a set of distribu-
tional criteria for recognizing so-called "definite noun phrases”,
éhere is no successful characterization of the notion ‘definite’
Given this state of affairs with respect to the notion 'definite',
it could be argued that Chomsky's proposed modification of the
§SC in terms of the notion ‘'definite' introduces an obscure ele-
ment into the condition. Such an obscurity of content could con-
stitute grounds for a conceptual criticism of the proposed

modification.
An interesting aspect of the proposed modification of the SSC is
that it is not taken up in the works that follow (Chomsky 1973),

for example, (Chomsky 1976a) and (Chomsky 1977c). Chomsky's

claim/ . .
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claim that the problem posed by sentences like (75) - (77) can
be overcome by incorporating the notion ‘definite’' in the SSC
must in fact not be seen as a firm proposal that the SSC must
be modified in the relevant manner. Rather, this claim must
be seen as a tentative suggestion that the problem could possibly be
overcome if the SSC were modified by the incorporation of the
feature [+ definite].

The main conclusions of the discussion above can be summarized

as follows:,

(78) a. Iﬁ order to overcome an empirical difficulty (in the
fbrm of unexplained phenomena) Chomsky tentatively
proposes that the SSC should incorporate the notion

'definite'.

b. The proposed modification of the SSC can be criticized
on the grounds of obscurity, i.e., on conceptugl

grounds.

c. Chomsky's claim that the empirical difficulty in ques-
tion could be overcome by the incorporatiom of the no-
tion 'definite' in the SSC has the status of a tenta-

tive suggestion, rather than a firm proposal.

3.2.7.4 The SSC and the notion 'agency'

Chomsky (1973:261) points out that each-Movement in cases like
(79) and (B8}) violates the SsC.

(79) why aie John and Mary letting the honey drip
on each other's feet {155}

(80) *Why are John and Mary letting Bill drip honey on
each other's feet {156}

(81)/ . .
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(Sf) Why are they letting the baby fall on each
other's laps {157}

(82) *Why are they letting Bill drop the baby on each
other's laps {158}

The nonapplicability of each-Movement in (80) and (82) follows
from the SSC. Both these sentences contain a specified subject

- Bill - which blocks each-Movement. In (79) and (81) there are
also specified subjects: the honey and the baby, respectively.
Hoﬁever, the SSC does not block each-Movement in these cases.
each-Movement in such cases thus constitutes a potential counter-

example to the SSC.

Chémsky (1973:261) proposes a modification to the SSC that would
ovércome the problem posed by eack-Movement in cases like (79),
(81). 1In terms of Chomsky's proposal, the notion 'specified
agent’ must replace the notion of a formal subject in the SSC.

If the SSC were formulated in terms of the semantic notion 'spe-
cified agent’, then the application of each-Movement in (79) and
(51) would no longer constitute a violation of the SSC. the honey
in-(79) and the baby in (81} are not agents, even though they

are specified subjects.

Chomsky (1973:257, fn. 37) hints that the reformulation of the
SSC in terms of the notion ‘'agency' would also make it possible
to explain the difference in acceptability between (83) and (84).

(83) . The men wanted to tell stories about killing each other.
(84) The men wanted to hear stories about killing each other.

According to Chomsky, (83) - with the men the understood subject
of ki1l and a relation of semantic agency between the men and
stories - is more "natural" than (84). In (84) the men is not
in:a relation of agency to stortes. Presumably the modified

SSC could explain the difference in acceptability between (83)

and (84)/ . . .
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and (84) as follows: In (83), but not in (84), the phrase con-
taining each in the underlying structure - the men each - is
also the agent of the NP [stories about killing each other].
The agent of the latter NP in (84) thus qualifies as a speci-
fied agent. each-Movement is thus blocked by the modified SSC
in (84), but not in (83).

Chomsky's proposal on reformulating the SSC in terms of the no-
tion 'semaﬁtic agent' is very tentative, and also very vague.
Not only does Chomsky fail to provide a definition of the notion
‘semantic dgent', but he also does not make any explicit claim
as to precisely how the SSC should be modified. He does not
even consider the question of how an SSC formulated in térms

of a notion ‘'semantic agent' could account for the constraints
on extraction from NPs with specified subjects. As in the case
of the proposed modification discussed in § 3.2.7.3, the modifi-
cation under discussion is not taken up in works that follow
(Chomsky 1973) . Again, Chomsky is tentatively suggesting a pos-
sible Soluﬁion to an empirical problem, rather than haking any
firm proposal.

The main conclusions of the discussion above are briefly sum-

marized in (85).

(85) a. In order to overcome an empirical difficulty (in the
form of potential counterexamples) Chomsky tentatively
proposes that the SSC should be reformulated in terms

éf the notion 'semantic agency'.

b. The proposed modification can be criticized on the
grounds of obscurity and vagueness, i.e., on concep-

tual grounds.

c. Chomsky's claim that the empirical problem in question
could be overcome by reformulating the SSC in terms of
the notion 'semantic agency' has the status of a tenta-

tive suggestion, rather than a firm proposal.

3.2.7.5/ . . .
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3.2.7.5 The unsolved problem of Coreference Assignment

Chémsky (1973:238, fn. 16) notes that Coreference Assignment does
noﬁ obey the TSC. Coreference Assignment is the rule>that re-
lates the NP John and the pronoun he in sentences like (86),

wiéh John and he interpreted as coreferential.

(86) John said [that he would leave]

In (86) the pronoun he is within a tensed clause. Coreference
As§ignment is thus a potential counterexample to the TSC. Aal-
though Chomsky (1973) does not mention it, Coreference Assign-
ment also violates the SSC, as in the following example.

(87) John thought that Bill liked him

In (87) Coreference Assignment associates John and him across the
specified subject Bill. Coreference Assignment is thus also a
potential counterexample for the SSC.

Chomsky points out that Coréference Assignment applies in other
structures, for example, coordinate structures, in which various
other types of rules are blocked. For instance, the application
of: Coreference Assignment in (88) conflicts with the Coordinate
Structure Constraint.74)
(88) John-said that he and Bill would leave

Coreference Assignment is thus problematical with respect to
cohditions other than the TSC (and SSC) as well. Chomsky (1973)
does not take any specific stepé to solve the problem which Co-

reference Assignment poses for his conditions.

The main conclusions of this section can then be summarized as

follows.

(89)/ . . .
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(89) a. Coreference Assignment constitutes a potential counter-
example to the SSC and TSC.
b. Chomsky offers no solution to the problem which Co-
réference Assignment poses to the conditions in ques-
tion, that is, he puts the problem aside.

3.2.7.6 Chémsky's attitude of evistemological tolerance

Three main éoints emerge from the discussion above (particularly
the conclus}ons presented in (53), (74), (78), (85), and (89).

(i) Even at the time of their introduction, Chomsky recog-
nized that the SSC and TSC (and also the greater "Conditions"-
framework of which they form part) exhibit numerous empi-

rical inadequacies, including potential counterexamples. '

(ii) .On the one hand, Chomsky's reaction to these empirical
inadequacies is characterized by a willingness "to make
the éonditions work", rather than to abandon them in the
face of these empirical inadequacies. 1In order to make
the conditions work, he makes use of auxiliary hypotheses
and modifications to the conditions themselves, modifi-
cations which leave the core content of the conditions

inta¢t.

(iii) On the other hand, Chomsky is willing to set aside those
empirical difficulties for which he has no solution at
present - cf. (63b), § 3.2.7.5 - or for which he can only
tentatively suggest the direction of a possible solution -
cf. §§ 3.2.7.3, 3.2.7.4.

The last-mentioned aspect of Chomsky's handling of the empirical
inadequacies noted at the time of the introduction of the SSC and
TSC illustrates the tolerant attitude to empirical inadequacies
so explicitly advocated by him in his recent works. So, for

instance/ . . .
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instance, Chomsky (1980a:9-10) advocates that linguists should
exhibit a "readiness to tolerate unexplained phenomena or even
as;yet unexplained counterevidence to theoretical constructs
that have achieved a certain degree of explanatory depth in some
limited domain”. Other works in which Chomsky advocates this
toierant attitude towards empirical difficulties - particularly
potential counterexamples - include (Chomsky 1978a:10), (Chomsky
19?8b:14), (Chomsky 1979a:188). 1In these works, Chomsky depicts
a ﬁolerant attitude toward empirical difficulties as a feature
of. the so-called "Galilean style of inquiry", a style of inquiry

which he argues ought to be adopted by linguists.75)

A §omprehensive and detailed analysis of Chomsky's attitude of
epistemological tolerance is presented in § 7.2.3.6 below. How-
ever, in order to avoid possible confusion, there is one point in
connection with this attitude that must briefly be made here.
Attempts by Chomsky to overcome some of the empirical inadequacies
of, the SSC and TSC -~ see point (ii) above - do not conflict with
the attitude of epistemological tolerance adopted by Chomsky.

The adoption of such an attitude does not entail that negative
evidence - either in the form of potential counterevidence or in
the form of unexplained facts - threatening a theory becomes ir-
relevant for the appraisal of the theory. Consider, for example,
the discussion in (Chomsky 1979a:188), where it is made quite
clear that, while it is reasonable to put aside counterexamples
to a theory "with some degree of explanatory force", ultimately
afl potential counterexamples must be explained. All other
things being equal, the elimination of potential counterexamples
threatening a theory constitutes a step forward in Chomsky's
linguistics. The adoption of an attitude of epistemological
tolerance rather means that where a theory which has some expla-
natory success faces potential counterexamples that cannot at

the time be explained, these counterexamples must be set aside

in the hope that it might later on become possible to explain
them. This aspect of Chomsky's epistemological tolerance is
analyzed in more detail in § 7.2.3.6 below.

3.3/
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'

3.3 The SSC and TSC as presented in "Conditions on rules of

grammar"

3.3.1 Geneéal remarks

In § 3.3 thé focus is on "Conditions on rules of grammar"
(Chomsky 1956&), the second major work in which the SSC and TSC
are presented as conditions that restrict the applicability of
both transformational rules and rules of semantic interpretation.
The tépics dealt with below are: further restrictions on the
formal power of transformational rules (§ 3.3.2), some changes
in the formulation of the SSC (§ 3.3.3), the definition of the
notion 'involve' (§ 3.3.4), and the role of the idealization of
sentence grammar in Chomsky's handling of potential counter-
examples to the SSC and TSC (§ 3.3.5).

3.3.2 Further restrictions on the formal power of transforma-

tional rules

As regards the relation between conditions such as the SSC and
TSC and resérictions on the formal power of transformational
rules, (Chomsky 1976a) differs in two respects from (Chomsky 1973).
Firstly, Chomsky (1976a) places much greater emphasis on the con-
tribution which conditions on function - such as the SSC and

TSC - can make to restricting the formal power of transformatio-
nal rules. gAs is pointed out in §§% 3.2.3 and 3.2.5 above,
Chomsky (1973) recognizes the relationship between conditions
such as the 5SC and TSC and restrictions on the formal power of
transformations. In the casé of the Passive transformation, for
instance, he explicitly argues that the introduction of the TSC
makes it possible to uphold the principle of blind application

(a special case of the simple string condition). However, in -
characterizing the contribution of conditions on function to the
fundamental empirical problem of linguistics, Chomsky (f973:234)
focusses on: the way such conditions limit the generative power
of grammars of a given form. In contrast, Chomsky (1976a)

places/
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places great emphasis on the fact that it is in fact conditions
on function which make it possible to impose significant restric-
tions on the formal power of transformational rules. For in-
stance, Chomsky (1976a:174-178) argues that conditions such as
the SSC and TSC can overcome the problems of overgeneration that
arise under a restricted theory of transformations. Indirectly,
then, such conditions do contribute to restricting the formal
power of transformations.

Secondly, Chomsky (1976a) proposes that even stronger restric-
tions than those embodied in the simple string condition should
be imposed on the formal power of transformations. Specifically,
he (1976a:312) proposes that the latter restriction on the for-
mal power of transformations must be strengthened by a condi-
ﬁion of minimal factorization. This condition of minimal fac-
torization rules out a structural description with two successive
categorial terms, unless one of them is satisfied by a factor
changed by the rule. For example, the condition of minimal fac-
torization (but not the simple string condition) rules out the
structural description (90) for Passive, since only NP is changed
by the rule.

(90) (vbl, NP, AUX, V, NP, by, # , vbl) {3}

Ihstead, Passive must now be formulated as (915), or equivalent-
ly, as (91b) (given Emonds' structure-preserving hypothesis).

(91) a. (vbl, NP, vbl, NP, vbl)
b. Move NP

The adoption of the condition -of minimal factorization obvious-
1& leads to a drastic reduction in the formal power of trans-
formational rules. However, just as obviously, a grammar limited
to rules such as (91) will overgenerate massively. Chomsky then
proceeds to show that this problem can, to a significant extent,
be overcome by general (= universal) conditions on rules in-

cluding/ . .
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cluding, specifically, the SSC and TSC. Consider, for example,
the following examples presented in. (Chomsky 1976a).

(92) a. John; is believed [t, to be incompetent] {10b}
b. *John, is believed [t; is incompetent] {10a}
c. *John, seems [Bill to like t_ | {10e}

DU i .

The rule (91) generates all the sentences of (92), with ¢ the
trace of John. Only (92a) is acceptable. The rule (91) thus
overgenerates drastically. The unacceptable sentences (92b) and
(%2c) are rﬁled out by the TSC and SSC, respectively. In (92b)
Y (= ti) isfwithin a tensed clause. In (9%92c) there is a speci-
fied subject, Bill, in the embedded clause.

Note, incidentally, that while Chomsky admits that. universal
conditions bn rules constitute "the best case™, he (1976a:315)
claims that;it is not only universal conditions that make it
possible to. reduce formal power. Language-particular, or even
rule-particular, conditions may also lead to a reduction in ex-
pressive poker, if these conditions are regarded as parameters
that must be fixed. It follows, for example, that if a rule X
from a langhage Y does not obey the SSC and/or TSC, one need
not abandon’ the conditions, and thus give up the reduction in
formal power made possible by them. The contribution of non-
universal conditions to the reduction of formal power is taken

up in 5 4.3 below.

The role wﬁich the consideration of restricted formal power plays
in the justification of general-linguistic hypotheses, as well

as the natiure of this consideration, are analysed in detail in

§ 3.2.5 above. The main points of the present section can be

summarized as follows.

(93) a. In (Chomsky 1376a) the consideration of restricted for-
mal power features much more prominently in the jus-
tification of the SSC and TSC than it did in (Chomsky
1973) .
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b. Chomsky (1976a) argues that the simple string condi-
tion adopted in (Chomsky 1973) should, and in fact can;
be strengthened by the condition of minimal factoriza-
tion. The SSC and TSC are instrumental in-making this
restriction on the formal power of transformational

rules possible.

3.5.3 Some changes in the formulation of the SSC

Chomsky (1976a:316) formulates the SSC as follows:

(§4) "Consider a structure of the form:

N .ox o L) ee Y R A S

Then no rule can involve X and Y in (11) . . . where
a contains a subject distinct from Y and not
controlled by X . . ."

The formulation (94) differs from the formulation adopted in
(Chomsky 1973), and presented as (1) above, in two respects.
First, in (1) it is stipulated that the specified subject must
be to the left of Y within a, i.e., the specified subject must
intervene between X and Y. In (94) above this stipulation is
omitted. Reference is now only made to a subject distinct from
Y. The formulation of (94) above is obviously more general than
that of (1). For example, while (1) allows the association of

X and Y in (95), (94) prohibits it (under the assumption that

5 and NP are the cyclic nodes).

(9'5)_ oo X oo L5 Coowp ULg -+- 2 -7

It is quite unclear what considerations (if any) have led to

this change in the formulation of the SSC. Note that in the for-
mulations presented in (Chomsky 1975a:101, 150) and (Chomsky 1976b:
52) - two works dating from the period between (Chomsky 1973)

and (Chomsky 1976a) - the SSC is formulated as in (1), with the
specified subject to the left of Y. Moreover, Chomsky (1976a)

does not/ . . .
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.- does not consider the empirical consequences of this change in
~‘the formulation of the SSC. The issue 'is taken uh again in "On
. wh Movement® (Chomsky 1977c) - see § 4.4.5 below for discussion.

'_Second, 1n€the formulation (1) it is stipulated that Y is “"not
. controlled by a category containing X", while in (94) above it
1 ?isvétipulaFed that Y is “"not controlled by X". The stipulation
- 4in (1) concerning a category containing X was needed in (Chomsky
1973) for the purpése of accommodating each-Movement. Consider
'.thg followinq sentences. :

. (96) a. We each persuaded Bill [CoMP PRO to kill the
T other (s)] : : {1131
b. *We persuaded Bill to kill each other {112}

. (97) a. We each promised Bill [COMP PRO to kill the ,
other(s)j ' ] {115}
b. We promised Bill to kill each other {114}

-each-Movement derives sentences such as (96b) and (97b) from
‘ 1structures such as (96a) and (97a), respectively. In both cases
vx‘=”ea¢h, f = the other(s). In (96a) PRO-is controlled by Bili,
'-L;é., notvby a category containing X. The derivation of (96b)
;hus.violateé the SsC. 1In (97a) PRO is not controlled by X.
It is,'howéver, éontrolled by a category containing X, namely
we each. (97b) can thus be derived. In works that follow
'(éhomsky 1973) - including (Chomsky 1976a) - it is assumed tha£
an interpretive rule assbciates we and each other in sehtepcés
such as IQéb),and (97b) . In (97b) X (= we) is then the con-
_ troller of PRO. There is thus no longer any need to distinguish
between X and a category containing X in the SscC.

In sum, then:

(98) a. The version Ty, Of the SSC adopted in (Chomsky 1976a)

. differs in two respects from the previous version-Tx;

b./ . . .
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b. The first difference - the qbsenée in the version
, TX+1 of the stipulation that the specified subject in-
tervenes between X and Y - appears to be gquite arbi-
trary within the context of (Chomsky 1976a).

c. The second difference - the absence in the version

T
X+1
simply the result of a change in Chomsky's views on

of the stipulation category coantaining X ~ is

the nature of the rule which associates we and each
other.

Thé second difference requires no further comment. The first

difference is taken up again in § 4.4.5 below.

3.3.4 The notion 'involve'

As pointed out in § 3.2.2 above, Chomsky (1973) does not provide
a definition of the notion 'involve' which features in the for-
mulation of the SSC and TSC. Such a definition is provided by
Chomsky (1976a:316). :

>

(99) . “In the case of a transformational rule, we may understand

'X is involved in the rule' to mean that X is changed by
the rule or is a constant context for some change . . .

- Thus the terms involved in the rule are the factors that
are not arbitrary strings, in accordance with the SD.
In an interpretive rule, we may say that X and Y are in-
volved if the rule establishes a relation of anaphora or
control relating X and Y."

By éroviding this definition of the notion 'involve', Chomsky
(1976a) overcomes an obvious shortcoming of the presentation in
{(Chomsky 1973). Without a precise definition of 'involve',

it is simply not possible to determine what rules, or subclasses
of ‘rules, are supposed to be subject to the conditions.

An interesting feature of the definition of 'involve' presented

by Chomsky {1976a), is that it enables him to overcome some

potential/ . . .
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;.potential coﬁnterexamples to the SSC and TSC. In the case of
interpretive:rules, the definition presented in (99) above re-
stricts the class of rules subject to the SSC and TSC to rules
of anaphora and control. 1In (Chomsky 1973) it was assumed, at
least implicitly, that a much wider class of interpretive rules
fall under fhe conditions. For instance, the rule associating
not and many' in sentences such as (100) is claimed by Chomsky
(1973:242) to be constrained by the SSC.76)

(100) I didn't see [:NP John's pictures of many of
the children] © {47}

However, this rule is not a rule of anaphora or control, and

it thus falls outside the scope of the SSC, as presented in
(Chomsky 1976a). Chomsky (1976a) does not examine the consequen-
ces of restﬁicting the conditions, in the case of interpretive
rules, to rdles of anaphora and control. However, in (Chomsky
1977c) it becomes obvious that this step enables him to deal

with some potential counterexamples to the conditions including
the rule associating not and many. These cases are discussed

in § 4.4.3 below.

In the casefof transformational rules, Chomsky (1976a:316, fn.
22) disting@ishes two subcases: (i) X is changed by the rule,
and (ii) X is a constant context for some change. Chomsky re-
fers to work by Fiengo and Lasnik (1976) for an example that
falls under .the second case. The rule in gquestion is. Q-float.
While ChomsKy (1976a) does not provide any detail on the matter,
(Chomsky 1977c:77f.) contains a fairly detailed discussion of the
problem poséd by Q-float. This discussion makes it quite clear
that the case where X is a constant context for some change is
incorporateé in the definition of 'involve' in order to overcome
a potentiallcounterexample to the S8SC, and in fact to the
“Conditions“-framework as a whole. Although, strictly speaking,
(Chomsky 1977c) belongs to the second stage of the development
of the SSC and TSC, its discussion of Q-float will be considered

in this/
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in this section. There are two reasons for this. - First, the
problem in question is first raised in (Chomsky 1976a), and
second, the issue is unaffected by the transition from the first
to the second stage.

Fiengo and Lasnik (1976:188) formulate Q-float with the struc-
tural description
§

AP
X, Q, NP, {NP?, Y.
VP

Q ¢an then bé moved to the position between the third and fourth
factors. As Chomsky (1977c:78) points out, Q-float will then
geherate the acceptable sentences in (101), but not the unaccept-
aboe sentence (162).

(101) a. I gave the men all presents {17a-c}
b. I persuaded the men all to leave
c. I painted the houses all reddish-yellow

(102) *I saw the men all {18}

Q-float, as formulated by Fiengo and Lasnik, will also generate
(103) .

(103) *I promised the men all to leave {19}

The unacceptability of (103), in contrast to the acceptability of
{101b) , represents a potential counterexample to Fiengo and
Lasnik's formulation of Q-float. Fiengo and Lasnik (1976:189f.)
arqgue that the unacceptability of sentences such as (103) can

be explained on the basis of a modified version of the S5C.

They (1976:189) assume that the complements in cases such as
(101b) and (103) are Vﬁs. This assumption conflicts with
Chomsky's assumption that the embedded clause in such cases has
the form [z COMP [ g PRO to VP] []. Chomsky (1977c:78) argues
that the unacceptability of (103) can be accounted for by the

ssc/ .
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SSC even if the latter assumption about the underlying struc-~
ture of the complements is made.

The principal elements of Chomsky's proposed solution to the
problem raised by the acceptability of (101b), as opposed to
the unacceptability of (103), are the following.

(i) An assumption of the known control properties of promise

and persuade.

(ii}) An extension of the notion 'involvement' to cover ad-
jacént constant terms, one of which is either an antece-
dent or anaphor and the other a constant category of the
X-system. From this it follows that all and to leave
in (101b) and (103) are involved in Q-float.

(iii) An assumption that PRO is a nonterminal node.

(iv) A modification of the notion ‘specified subject', so

that no rule can apply in the structure

o X ooo [y 2 .00 - WYV L] ... if X and Y are
involved in the rule and a contains a subject not con-
taining ¥ and not controlled by the category containing
X or its trace. In terms of this modification the control
of the subject of a by the trace of X will also permit
the épplication of a rule involving X and Y in the rele-
vant structure.

Given these assumptions, Chomsky is able to explain why (101b)
is acceptable. Consider the following schematic representations

of his analyses of {101b) and (103), respectively.77)

(104)/ . .
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-1 -

(104) | persuaded the men, atl [CPRO.  to leave ]
. N I ———— | ! e~

t NP Q (= X) X" (= Y)
' related involved
(105) I, promised t the men all [:PROi to leave
, \ , \ —N ‘

R S

related involved

In (104) PRO is controlled by t the men, that is, by the cate-
gory containing the trace of X. Since PRO in (104) is not spe-
cified in the appropriate sense, the SSC does not block the rule
relating the NP the men and Q all. Consequently, (101b) is
acceptable. 1In (105) PRO is controlled by I. PRO is thus not
controlled by X (= Q), or by its trace. Therefore, PRO is a
specified subject. The SSC thus prevents Q-float from asso-
f;ating the men and all in (105).

Tﬁe proposed modification of the SSC and the extension of the
notion 'involve', have the status of tentative suégestions in
(Chomsky 1977c). From the following remarks by Chomsky (1977c:
78) it is clear that he himself is by no means convinced of the

correctness of the proposed modifications.

(106) "The case is interesting in that the constant terms
‘involved' are Q and VP, although the application of the
rule related NP and Q. Judgments are unfortunately
somewhat variable in the relevant cases and there are
other possible analyses, but perhaps we can take this
example at least as an illustration of the logic of the
problem, and perhaps an actual illustration of the opera-
tive principles, though I am rather sceptical."

The aim of Chomsky's discussion of the problematic Q-float data
is to show that these data can be handled without complicating

the rule/ .
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the rule itsélf. Given the status of Q-float in the controver-
sy between Postal on the one hand, and Fiengo and Lasnik on the
other hand,:it is quite important for Chomsky to be able to show
this. Postal (1976) argues that the theory of transformations
must be enriched to allow rules such as Q-float to refer to
grammaticaL;functions, including subject. That is, Postal argues
that the prlnciple of blind application - and consequently also
the simple string condition - must be rejected. 1In particular,
Postal (1976:161£ff.) argues that if Q-float is formulated with-
out reference to the notion 'subject', the rule faces numerous
potential counterexamples. According to him, these examples are
automatically accounted for if a formulation referring to the
notion 'subject' is adopted.

As should be quite clear from the discussion above - see especial-
ly §§ 3.2.5, 3.3.2 - allowing transformational rules to refer
~to grammatiéal functions represents an undesirable enrichment

of transformational theory from Chomsky's point of view; Such

a step would lead to an increase in the formal power of trans-
formational:rules. Fiengo and Lasnik (1976), who share Chomsky's
views about. the enrichment of transformational theory, reject
Postal's argument. They (1976:188) argue that there is a
“:easonably‘adequate analysis of Q-Floating", consistent with

a more restrictive theory of transformations that prohibits
reference to notions such as 'subject'. Chomsky cannot simply
adopt Fiengb and Lasnik's solution to the prpbiem posed by
Q-float, since he assumes that the complement of verbs like
promise 1is hot VP. Chomsky is therefore compelled to show that
within the framework of his own assumptions, the problem posed

by Q-float can be handled without allowing reference to 'subject’.

Postal (19f6:Appendix) actually admits that at least some of the
potential counterexamples to a formulation of Q-float that does
not refer to 'subject' can be handled by the SSC. However, on
the basis df numerous potential counterexamples to the SSC,
Postal argues that the SSC is neither a universal condition,

nor a/ . . .
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nbr a condition particular to English. Postal claims that, con-
séquently, the 8SC is not available as a means of ensuring that
a:formulation of Q-float that does not refer to 'subject' at-
tains descriptive adequacy. '

Fiengo and Lasnik, in turn, reject Postal's argument about the
sﬁatus of the SSC. 1In particular, they claim that some of the
rples mentioned by Postal are counterexamples to almost all
known conditions on rule applicability, and that some do not
belong to sentence-grammar.78) Because the SSC "correctly con-
strains the application of a wide variety of syntactic and seman-
tic rules" {(p. 190), Fiengo and Lasnik are unwilling to reject
the SSC on the basis of the counterexamples cited by Postal. In
their response to Postal's criticisms of the 5SC, Fiengo and
Lasnik exhibit the attitude of epistemological tolerance advo-
céted by Chomsky. Chomsky's own response to Postal's criticisms
of the SSC is also characterized by epistemological tolerance.
Like Fiengo and Lasnik, he claims that some of the rules cited
by Postal as constituting potential counterexamples to the SSC
do not belong to sentence grammar, and thus fall outside the
scope of the SSC. These rules are discussed in § 3.3.5 below.
For the rest, Chomsky (1976a) simply ignores the negative evi-
dence for the SSC presented by Postal.

The main points of the discussion above can be summarized as

follows.

(107) a. Chomsky (1976a) provides a definition of the notion
"involve", a notion that was not explicitly defined
in (Chomsky 1973).

b. In the case of rules of semantic interpretation, the
definition presented in (Chomsky 1976a) specifies a
narrower scope for the SSC and TSC than is implicit-

5 ly assumed in (Chomsky 1973). This narrower scope
enables Chomsky to handle some potential counter-

examples to the conditions.
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c. In the case of transformational rules, the stipulation
that X may be a constant context for some change is
required only to enable the SSC to apply to Q-float.

d. The importance of Q-float derives from the fact that
Postal (1976) argues that Q-float cannot be formu-
lated without reference to ‘'subject'. If Postal were
fight, Q-float would constitute a potential counter-
'éxample to Chomsky's claim that the formal power of
iransformational rules can be restricted to exclude

ﬁhe option of referring to relational notions.
i

e. Chomsky's attempt to accommodate Q-float under the
Ssc again illustrates his willingness to make his
conditions work through the introduction of auxili-
.ary hypotheses and modifications to the conditions
:themseIVes. This willingness is also exhibited by
Fiengo and Lasnik (1976).

f. 'Chom5ky's reaction to the potential.counterevidence
for the SSC presented by Postal partly exemplifies
the attitude of epistemological tolerance advocated
by him. This is also true for Fiengo and Lasnik's

;reaction to Postal's claims.

3.3.5 The 'idealization of sentence grammar

One of the gquestions which arises from Chomsky comﬁents on the
so-called,Galileén style of ingquiry, is what role abstraction

and idealization play in Chomsky's handling of negative evidence
threatening the SSC and TSC (or the later versions of binding
theory). 1In this section the role which the idealization of sen-
tence grammar plays in Chomsky's (1976a) handling of negative
evidence tﬁreatening the conditions is analyzed.

Chomsky (1975a:105) distinguishes between sentence grammar and

non-sentence/ .
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non-sentence grammar. The SSC and TSC form part of sentence
grammar. Consequently, rules that fall outside sentence gram-
mér need not obey these conditions, and so cannot constitute
céunterexamples to them.

Ié the early works dealing with the SSC and TSC, Chomsky invokes
the idealization of sentence grammar in three cases where rules
abparently violate the SSC and TSC. A first case concerns so-
called "Picture Noun Reflexivization". Postal (1976:172) lists
Plcture Noun Reflexivization in sentences such as (108) as a

pétential counterexample to the SSC.
(108) Mike will not believe that this is a picture of himself.

The lexically specified subject this intervenes between Mike

and himself. The association of Mike and himself in (108) by

the rule of Picture Noun Reflexivization thus violates the SSC.
Chomsky (1976a:316, fn. 23) notes that Picture Noun Reflexiviza-
tion resists analysis under any general theory known to him,
Fiengo and Lasnik (1976:190) observe that Picture Noun Reflexi-
;ization violates a number of proposed conditions on rules, in-
cluding the TSC, the Complex NP Constraint, the Coordinate Struc-
ture Constraint, and the Sentential Subject Constraint.79)
Chomsky (1976a:316, fn. 23) tentatively suggests, following
Helke (1971), that reflexivization in English consists of two
parts: a process of bound anaphora subject to the conditions of
sentence grammar, and another "more general" process that falls
outside sentence grammar. The fact that Picture Noun Reflexivi-
zation resists analysis and violates a number of proposed con-
ditions on rules, supports the hypothesis that this reflexivi-
zation process falls outside sehtence grammar, according to
Chomsky. If Picture Noun Reflexivization were outside sentence
grammar, then it could no longer constitute a potential counter-
example to the SSC or TSC (or indeed to any other condition of

sentence grammar) .

A second/ . . .
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A second casé in which Chomsky (1976a) invokes the idealization
of sentence grammar to deal with an empirical inadequacy of the
SSC, concerns the rule that assigns an interpretation to the
others. Chomsky (1976a:321f.) compares the following two sets
of sentences:

(109) a. tﬂe men like each other {21}
b. tﬁe men want [John to like each other]
c. the men seems to John [t to like each other]
d. John seems to the men [t to like each other]

i

(110) a. each of the men likes the other(s) {22}
b. each of the men wants [John to like the
other (s)]

c. each of the men seems to John [? to liké
the other (s)]

d. John seems to each of the men [t to like
the other(s)]

The pair (eaéh of the men, the other(s)) is similar in meaning

to the pair (the men, each other). The sentences in (109) thus
sorrespond to the sentences in (110). However, while all the sen-
tences in (110) are acceptable, only the (a) and (c) sentences

>f (109) are acceptable. The unacceptability of (109b) and
(109d) can be explained on the basis of the SSC. The Reciprocal
Rule, which relates the men and each other, is blocked in these
sentences because of the presence of a specified subject in the
smbedded clause: John in (109b) and the trace of Join in (109d).
lhe acceptability of (110b) and (110d4) indicates that the rule
issociating zach of the men and the other(s) in (110) is not
>locked by the SSC. This constitutes a potential counterexample
0 the claim that the SSC is a universal condition on rules. As
chomsky (1976a:322) points out, it seems as if the difference
>etween the Reciprocal Rule and the rule assigning an interpreta-
:ion to the other(s) forces one to formulate the SSC as a rule-

>rarticular principle.ao)

Chomsky/ . . .
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Céomaky avoids this undesirable reformulation by argquing, on
the basis of the sentences presented in (111) - (112), that
there is a principled difference between the two cases.

(111) a. Some of the men left today. The others will

leave later. {23a}
b. *Some of the men left today. Each other will
leave later. {23a'}

(112) a. Some of the articles are incomprehensible, but
) we each expected John to understand the others {23b}
b. *Some of the articles are incomprehensible, but
we expected John to understand each other {23b'}

{111b) and (112b) are unacceptable. The unacceptability of (111b)
shows that the Reciprocal Rule is a rule of sentence grammar.
Being a rule of sentence grammar, it is blocked by the SSC in
(112b) , because of the presence of the specified subject John.
Tﬁe acceptability of (111a) indicates that the rule relating

the other(s) to a suitable NP is not a rule of sentence grammar.
66nsequently, it is not subject to the conditions of sentence
grammar. In cases such as (112a) the SSC thus does not block

the rule. By arguing that the rule which assigns an interpreta-
tion to the other(s) 1s not a rule of sentence grammar, Chomsky

avoids formulating the SSC as a rule~specific condition.

A third case in which Chomsky (1976a) uses the idealization of
sentence grammar to overcome a problem for his conditions, con-
cerns the rule of Coreference Assignment. Chomsky (1973:238,
fn. 16) has observed that this rule violates the TSC. 1In
(Chomsky 1973) no steps are takén to overcome the problem posed
by Coreference Assignment - see the discussion in § 3.2.4.5
above. Chomsky (1976a:323) returns to Coreference Assignment,
claiming that his observation that Coreference Assignment pre-
sents a problem for his theory "was simply an error“. He now
claims, following Lasnik (1976), that the rule of anaphora

which/ . . .
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which (optioﬁally) associates he/him and John in (113) is not a

rule of sentence grammar.

(113) a. John thought that he would win. , {25}
b. John thought that Bill liked him.

Note that in'(113b) the rule violates not only the TSC, but also
the SSC. Because the rule of anaphora applying in sentences
such as (113) is not a rule of sentence grammar, it is not sub-
ject to conditions such as the SSC and TSC. Consequently this
rule cannot éonstitute a potential counterexample to Chomsky's

_theory.

In sum: Choﬁsky claims that Picture Noun Reflexivization, the
rule assignihg an interpretation to the other(s), ahd Coreference
Assignment cannot constitute actual counterexamples to the SSC
and TSC, since they fall outside the scope of these conditions.
While the SSC and TSC are conditions belonging to sentence gram-
mar, the rules in question do not belong to sentence grammar.
Note that in'the case of each of these rules there is some inde-
pendent justification that the rule does not belong to sentence
grammar. In the case of the rule assigning an interpretation to
the other(s), Chomsky presents some evidence that this' rule (in
contrast with the Reciprocal Rule) applies across sentence boun-
daries. Although he presents no such evidence in the case of
Picture Noun Reflexivization and Coreference Assignment, Chomsky
-does refer to the work of others who have argued that the rules
fall outside sentence grammar: Helke (1971) for arguments con-
cerning refléxivization, and Lasnik (1976) for arguments con-
cerning Coreference Assignment. )
Chomsky's claim that certain rules fall outside the scope of sen-
tence grammar gives rise to a question about the nature of such
rules. To be more specific: Questions arise about the nature
of discourse grammar, and the nature of the interaction between

81)

sentence grammar and discourse grammar. In this connection it

s

is interesting/ . . .



Stellenbosch Papers in Linguistics, Vol=11#B81286, 01-605 doi: 10.5774/14-0-98

i

is:interesting to note that at least some of the work recently
being done on discourse phenomena is intended to complement
Chomsky's theory of sentence grammar. A case in point is
Williams' (1977) work on the relation between sentence grammar

and discourse grammar.az)

As‘pointed out in § 3.2.7.6 above, Chomsky's tolerant attitude
to;potential counterexamples does not entail that all counter-
examples must be completely ignored. Instead, potential counter-
examples must be set aside in the hope that it will become possi-
ble to explain them at some later stage. Thus, Chomsky (1979%a:
188) states that "the willingness to put aside the counterexamples
to a theory with some degree of explanatory force, a theory that
provides a degree of insight, and to take them up again at a
higher level of understanding, is quite simply the path of ra-
tionality" (the italics are mine). Provided that one accepts
Chomsky's idealization of sentence grammar, and his claim that
Coreference Assignment does not belong to sentence grammar,

then the case of Coreference Assignment provides some confirma-
g}on for the fruitfulness of such an approach. Chomsky (1973)
noted that Coreference Assignment constituted a potential coun-
terexample to his conditions. At that stage Chomsky simply put
this potential counterexample to his conditions aside. However,
in.(Chomsky 1976a), with the introduction of the idealization of
sentence grammar, an explanation is provided for this case. 1In
the words of Chomsky (1979a:188), the case of Coreference Assign-
ment was taken up again "at a higher level of understanding".

The main points of § 3.3.5 can be summarized as follows.
(1j4) a. Chomsky uses the idealization of sentence grammar
to explaih three potential counterexamples to the

SSC and TSC.

: b. For each of the rules in question Chomsky either
' provides some independent justification that the

rule/ . . .
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rule does not belong to sentence grammar, or he re-
fers to works by others.in which such evidence is

provided.

There is some evidence that the use of the idealiza-
tion of sentence grammar within Chomskyan linguistics
may lead to insight into the principles of discourse
grammar, and into the interaction between sentence

grammar and discourse grammar.
i

The case of Coreference Assignment provides some jus-
tification for the policy of putting potential coun-
terexamples aside in the hope that they may be ex-
plained at some further stage in the development of

linguistic theory.

Footnotes/ . . .
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Footnotes to chapter 3

1.

Chomsky (1973:246) defines the notion 'superior' as follows:
A category A is superior to a category B in the phrase mar-
ker if every major category dominating A dominates B as
well, but not conversely. Chomsky takes N, V, A, and the
categories that dominate them, to be the major categories.

I adopt the following convention for the use of brackets

around numbers: Numbers in this study are always in round

" brackets. Numbers in curly brackets represent numbers in

the work under discussion.

. Chomsky (1973:230, fn. 17) leaves open the possibility that

the rule relating NP - each other in sentences such as (3)-(7)

is an interpretive rule, rather than a syntactic transformation.

" Chomsky (1973:232) defines a language as a set of structural

descriptions of sentences. A grammar is a system of rules
that generates this lanquage. In terms of these definitions,
knowledge of a language is equivalent to knowledge of a gram-
mar. Recently - cf., for example, Chomsky 1980a:90ff -
Chomsky explicitly draws a distinction between knowledge of

- grammar and knowledge of language. Knowledge of grammar -

' now constitutes only a subcomponent of knowledge of language.

Knowledge of language is thus no longer equivalent to know-
ledge of grammar. Cf. also Chomsky 1981a:4 for the deriva-
tive status of the concept 'language'. The basic ideas out-
lined in § 3.2.3 are not affected by this change.

According to Chomsky (1965:25) a linguistic theory meets the
condition of explanatory adequacy to the extent that it
"succeeds in selecting a descriptively adequate grammar on
the basis of primary linguistic data". He (1965:25-26) cdn—
tinues that ". . . to this extent, it offers an explanation

for the intuition of the native speaker {i.e., the linguistic

intuition/ . . .
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intuition of the native speaker - M.S.} on the basis of an
empirldal hypothesis concerning the innate predisposition

of the child to develop a certain kind of theory to deal
with tﬂe evidence presented to him". A grammar is descrip-
tively "adequate "to the extent that it correctly describes
the 1n€rinsic competence of the idealized native speaker™.
Cf. also "Explanatory models in linguistics" (1962:549-550)
for an;early statement on the importance of explanatory ade-
quacy for linguistic theory.

Note that in Larguage and responsibility (1979a:111) Chomsky
suggests that the goal of explaining language acquisition
dates grom his earliest work: “A third goal appeared clearly
only later, at the end of the fifties (before that it was
implicit): It had to do with considering the general prin-
ciples ;of lanqguage as the properties of a biologically given

system:that underlies the acquisition of language”.

It 'is important to keep in mind that Chomsky is concerned
with the so-called "logical problem of language acquisition".
Chomsky (1972b:125) formulates this problem as follows:

"The fundamental problem of lingquistic theory, as I see
it at least, is to account for the choice of a particu-
lar grammar, given the data available to the language-
learner.”

Hornstein and Lightfoot (1981b:7) provide the following
characterization of this logical problem of language

acquisition.

". . . it seems clear that a child must have access

to something independent of experience in order for
language acquisition even to get started. The question
is: exactly what? This is what we call 'the logical
problem of acquisition® . T

The logical problem of language acquisition must be distin-
guished from the psychological problem of language acquisi-

tion/ . . .
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tion, which is the problem of real-time acquisition. Cf.,
for example, Chomsky 1981b:35 for an indication of the issues
that fall under the problem of real-time acquisition. Cf.
also Kean 1981:196-197 for a more detailed discussion of
these issues.

For such discussion cf., for example, Chomsky 1965:Chapter 1;
1972a, especially the second lecture; 1971:25-46; .1973:232;
1975a:Chapter 1; 1977a:2f, 18f, 62f, 164; 1978a:7f; 1980a:

42f, 134f, 232f.

One obvious change has to do with the way the process of
language acquisition is described. 1Initially Chomsky talked
of "learning" a language, and described the task of the
language learner as that of devising a hypothesis consistent

‘with the available data. Cf., for example, Chomsky 1965:36.

Since the middle of the seventies, however, Chomsky has
characterized the acquisition of knowledge of language as

the growth of a mental organ. Cf. Chomsky 1980a:Chapter 1

for the most detailed account of this view. On the possible
significance of the "learn” versus the "growth" metaphor for
language acquisition, cf., for example, Chomsky 1980a:134-136.
See also the change in Chomsky's. concept 'language' referred

to in footnote 4 above.

The data is impoverished in the sense that certain proper;
ties of the acquired system cannot be found in it. Chomsky
(1980d:42) distinguishes poverty of the stimulus from
degeneracy of the stimulus, and stresses the more fundamental

nature of the first concept for his argument.
Cf. Chomsky 1980a:232 for this formulation.

In works dating from the sixties the term "language acqui-
sition device/system” is commonly used to refer to this bio-

~logical endowment. Cf., for example, Chomsky 1964:26, 29;

1965:54.

12./
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Note that this work is in fact the text of a lecture de-
livered in 1976. Cf. Chomsky 1980a:217 for details.

Cf., for example, Chomsky 1978a:7-8 for an explication of
the terms "final state of the language faculty" versus

"initial state of the language faculty".

Cf. also Chomsky 1965:51.9 and Chomsky 1982a:27 in this

connection .

The conaition of descriptive adequacy requires that UG

make available a descriptively adequate grammar for each
A . . N

natural language. Cf£. Chomsky 1965:24. Cf. footnote 5

above fbr-the notion 'a descriptively adequate grammar’.

Cf., for example, Chomsky and Lasnik 1977:427 for a similar
characterization of the nature of the conflict between ex-
planatory and descriptive adequacy.

Cf., for example, the discussion of transformational rules
by Chomsky in Syntactic Structures: Chapter 5 (1957).

Cf. also the remarks by Chomsky 1965:35 on the need to re-
duce the class of attainable grammars.

In coﬁmenting on these conditions,vChomsky (1972b:124-127)
also claims that their introduction must be seen against
this background. Cf. also the discussion by Newmeyer (1980:
175) of the introduction of these early conditions on

transfdrmations.

Informally, the condition of recoverability of deletion

stipulates that elements may be deleted only if they are
in some sense “recoverable", for example, if the deleted
element is a designated representative of a category (for

example, it, some, one, a dummy element), or if the struc-

tural/ . . .
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tural description of the transformation states that the
deleted element is identical to another element of the

transformed string.

The characterization presented by Chomsky (1876a) is in

fact an informal version of the following formal characteri-
zation of the structural descriptions of transformations

by Chomsky (1961:19).

"We can formulate such a notion of 'grammatical trans-
formation' in the following way. Suppose that @ is a
P-marker of the terminal string t and that t can be
subdivided into successive segments t, ..., t,, in
such a way that each t, is traceable, in @, to a node
labelled A,. We say, in such a case, that

t is analyzable as (t,, ..., tn; Ayy weey An)
with respect to @.

In the simplest case, a transformation T will be speci-
fied in part by a sequence of symbols (4,, ..., An)
that defines its domain by the following rule:

a string t with P-marker @ is in the domain of
T if t is analyzable as (t., ..., t ;
Avy wuuy An) with respect to @.

In this case, we will call (t,, ..., t_) a proper
analysis of t with respect to ¢, T, and we will call
4, ..., An) the structure index of 7." .

Cf. also Fiengo and Lasnik 1976:182-184 for an explication

of the formal definition presented above.

Newmeyer (1980:175-6) observes that the need for restric-
tions on the formal power of transformational rules became
particularly acute around 1970, as a result of Peters and
Richie's work on the weak generative capacity of transforma-
tional grammars. According to Newmeyer, Peters and Ritchie
showed that transformational grammar, as formulated then,
made only one weak claim about human language, namely that
its sentences could be generated by some set of rules. How-
ever, it is not clear that Peters and Ritchie's work did

play/ . . .
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play ;uch a motivating role in Chomsky's attempt to restrict
the ciass of available grammars through imposing restric-
tions on transformations. Chomsky (1977b:19, fn. 16) points
out tﬁat the crucial issue is that of restricting the class
of acéessible grammars, and not the recursiveness of gener-
able ianguages, which is the issue on which Peters and
Ritchie's work primarily bears. Cf. also Chomsky 1982a:
101, where Chomsky explicitly states that in Peters and
Ritchie's work on restricting generative capacity, "the
vast richness of the transformational apparatus didn't

play much of a role".

For an informal characterization of ﬁhe condition of re-
coverébility of deletion, cf. footnote 20 above. The
A—ovef-A condition stipulates that if a transformation
appliés to a structure of the form [, ... EA R Ry
where o is a cyclic node, the transformation must apply to

the maximal phrase of the type A.

In<faét, Chomsky (1973:234, fn. 7) also distinguishes a
third 'approach towards solving the problem of language ac-
quisiéion, namely to refine the evaluation measure. This
approach is rejected by him, since it seems to him that
"onlyﬂlimitgd progress" is likely on this approach. Cf.
Chomsky 1965:37-47 for a discussion of the role of an eva-

luation measure in linguistic theory.

Cf., for example, Chomsky 1976a:307-308 for an explication
of the way'conditions on function can indirectly contri-
bute towards restricting the class of possible rules (and

grammars) .
Cf., for example, Chomsky 1972b:126, where conditions on
function are discussed, but no connection is made between

such conditions and reducing the class of possible rules.
‘

27./ . . .
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Cf. § 3.2.4 below for a more detailed exposition of this

argumentation.

Cf. Chomsky 1981a:11; 1982a:112 for the finiteness of the
number of possibilities permitted by current versions of
UG.

Cf. Chomsky 1982a:112 for further discussion of the conse-
quences which the finiteness of the number of core gram-
mars have for the problem of 1anguaqe acquisition.

Chomsky (1981a:8) puts this as follows: "Viewed against

the reality of what a particular person may have inside
his head, core grammar is an idealization". Cf. also the
references cited in footnote 4 above for further discussion

of this, and related, matters.

Ross's dissertation referred to in (12) is his 1967 doctoral
dissertation Constraints on variables in Syntax. ’Current
Issues"” is Chomsky's Current Zssues in linguistic theory,

listed as (Chomsky 1964) in the references.

Cf. also Newmeyer 1980:179 on the importance of Ross's work

on the island conditions.

In some of the examples discussed below I indicate more
structure than Chomsky does. This is done in order to make
certain points clearer. Since the "additional"™ structure
indicated by me does not in any respect conflict with the
structure assumed by Chomsky, I do not comment on it in

individual cases.
Footnote 15 is omitted from the remarks quoted in (30).

For more detailed discussion of the relevant argument by
Chomsky cf., for example, Chomsky 1975a:Chapter 1, and

Chomsky/ . . .
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Chomsky 1980a:Chapters 1 and 6.
Cf. Chomsky 1980a:36, 68-69 for the latter point.

Among the earlier works, cf. for example Chomsky 1971:
Chapter 1; Chomsky 1975a:Chapter 1. A recent, and very
extensive, attempt can be found in Chapters 1 and 2 of
(Choms?y 1980a), and also in Chomsky's Author's Response
to thelopen Peer Commentary on (Chomsky 1980c) in The
Beh:’u)i.\;)pul and Brain Leiences (Vol. 3:1980). Consider in
particular the commentaries of Dennett, Hudson, Rachlin,
Schank, and Stich, and Chomsky's response to them.

Cf. also § 2.3.4.6 above for the methodological component

of Laudan's research tradition.
Roughly speaking, the term "Chomskyan research tradition"
and the term "Chomskyan generative grammar" used by Botha

(1981)' refer to the same entity.

In parficular, Chomsky's target is those who adopt an em-

piricist viewpoint on language acquisition, that is, those
who claim that knowledge of language is in some way induc-
tivelyfinferred from the data on the basis of certain ge-
neral principles of learning. Such empiricists reject one
of the most central ontological principles of the Chomskyan
research tradition, namely the existence of a rich, and
restriptive, set of innate principles as part of the human
biologﬂéal endowment that underlies language acquisition.
This particular ontological principle is closely related
to the methodological principle stipulating the validity
of the argument from the poverty of the stimulus. Cf.

§ 3.2.5 below for some discussion.

it shduld be emphasized that Cromer's claim is not that
there is evidence to support all Chomsky's claims about

innateness/ . .
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innateness. He (1980:18) states that there is more than
one way to view innateness and growth. He refers to Catlin's
characterization of two basic approaches to innate structures.

"In one, the preformationist view attributed to Chomsky,
the various innate properties are in some sense fully
formed at the beginning of development. Environmental
factors play little or no role in the formation of
universal grammar. Thus Chomsky takes universal gram-
mar as a given property that influences the acguisition
of particular languages. By contrast, Lenneburg's view
is characterized by Catlin as ‘'epigenetic'; environ-
mental influences are seen as playing a role in develop-
ment as certain innate aspects unfold and interact

with the environment."

Cramer (1980;18) c1aims that "at present there is no empi-
rical way to judge between these two ways of viewing possible
innate factors in language", a point with which Chomsky
(1980c:43) agrees.

In this connection, cf., for example, Chomsky 1977a:65;
1980a:44; 1981a:6.

Botha (1981:289) formulates the principle of evidential

comprehensiveness as follows:

~ "The lérger the number of positive instances of a
hypothesis, the greater the extent of the factual
justification for the hypothesis.”

The positive instances of a hypothesis include not only
data explained by the hypothesis (as in the case under dis-
cussion) but also data which indicate the correctness of

the predictions made by the hypothesis.

{Botha 1981) is a systematic and comprehensive account of
the general nature and individual aspects of linguistic
inquiry as it is practised within the framework of gene-

rative grammar. Frequent reference will be made to this

work/ . . .
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work for clarification of aspects of linguistic inquiry,
as well as for background information on basic philosophi-
cal concepts and principles. Linguists who réquire such
backgrbund information may find it easier to consult
(Botha, 1981), in which the relevant philosophical informa-
tion is specifically packaged for linguists, than to con-
sult the original philosophical works. In any case,
(Botha 1981) contains extensive references to the relevant

philosbphical literature.

Cf. Bo?ha 1981:311-312 {64} for a general principle of
evidenFial independence in Chomskyan linguistics. Data

‘concerning the applicability of syntactic transformations

are independent from data concerning the applicability of
rules of semantic interpretation in terms of {64a}l, i}e.,
such data are about different types of linguistic units.

Botha (1981:289) formulates the principie of evidential

independence as follows:

"The larger the variety of mutually independent types
of data to which the positive instances of a hypothe-
sis belong, the greater the extent of the factual
justification for the hypothesis."

Cf. the discussion in § 3.2.3 for this point.

Thus Chomsky (1972b:197) says that "the transformation
applies blindly to any phrase—mafker of the proper'form,
caring.nothing about meanings or grammatical relations".
Referring to the Passive transformation, Chomsky (1973:
233) states that “. . . the semantic and grammatical rela-
tion of the main verb to the following noun phrase varies
in these examples . . ., but these relations are of no
concern to the transformation, which applies blindly in
all cases . . .".

1

48./
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Note that Newmeyer (1980:185f) uses the term “the prin-
ciple of blind application” to refer to the condition on the
form of transformations that I call the "simple string

condition®.

Cf. the reference in footnote 21 above for the introduction
of the simple string condition.

Botha (1981:365) defines counterexamples for a hypothesis
as "data which show that certain projections that can be

made on the basis of the hypothesis are incorrect”.

Cf. also Botha (1981:340) for a methodological perspective
on the role which this consideration plays in the justifi-
cation of general-linguistic hypotheses.

Cf. § 2.3.2.2 above for Laudan's views on the solving of

empirical problems.

Cf. Chomsky 1980a:40f. for some remarks:on the relation-
ship between the innateness claim and the modularity claim.
While the two issues can be distinguished, opinions on them
tend to "cluster". Those who assume modularity usually al-
sO assume rich innate structure, and those who assume
limited innate structure usually deny modularity.

For further remarks by Chomsky on the issue, cf. Chomsky
1965:53; 1971:26-27, 1972a:64, 86-87, 92-93, 170, 184-185;
1975a:126.

The issue of the appraisal of the general principles or
assumptions which guide theory choice in Chomsky's lin-
guistics will be considered in greater detail in § 7
below.

Protection, as a means of reaction to criticism, involves

the formulation/
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the formulation of auxiliary hypotheses to protect the
criticized hypothesis or theory from the criticism. The
criticized hypothesis or theory is retained without any'
internal changes. 1In the case of criticism based on coun-
terexamples, the auxiliary hypotheses make the criticized
hypothesis or theory consistent with the data Fhat were
initially counterexamples. Cf., for example, Botha 1981
414 for a characterization of protection as a means of

reaction to criticism.

Modifiéation, as a means of reaction to criticism, involves
the reformulation of a criticized hypothesis or theory in
such a way that its defects are eliminated, while the non-
probleﬁatic core is retained. <Cf., for example, Botha
1981:4{7 for a characterization of modification as a means

of reaction to criticism.

(Bresnan 1972) 1is listed as (Bresnan 1979) in the referen-
ces below. Note that Bresnan uses S for Chomsky's S, and
S for Chomsky's S'. 1In works that follow (Chomsky 1973),
Chomsky takes over Bresnan's convention. That is, the
base rules in question are § + COMP S and S =+ NP AUX VP,

Cf. Botha 1981:311-312 {64) for a general principle of
evidential independence. ‘

Cf."Chqmsky 1977c:112 for evidence that such constructions
did indeed provide the justification in (Chomsky 1973)
to take S, but not S', as the cyclic node.

The Subjacency Condition restrict transformational rules
to apply only within the domain of one cyclic node, or

the domain of two adjacent (i.e., successive) cyclic nodes.
Cf. Chomsky 1973:247.

Bach and Horn also mention a fourth work in which such

arguments/
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arguments are presented, an article, "On interrogative word
movement in English" by Bach. Since this article only ap-
peared in 1975, it was obviously not available at the time

Chomsky wrote "Conditions on transformations®.

For additional examples that illustrate the point under
discussion, cf., for example, Chomsky 1973:246 {75}, {76}.
In his discussion of the strict Cycle Condition, Freidin
(1978:521) also identify such cases as providing the em-
pirical justification for this condition.

In his overview of the development of the cycle, Newmeyer
(1980:201) makes the interesting point that one would ex-
pect the cyclic principle not to have strong support in
Chomsky's interpretivist model. The reason for this is
that many of the arguments involve rules whose existence
is denied .in that model (for example, Raising-to-object).
As he observes, the opposite is in fact the case. All
Chomsky's conditions, and in particular the Subjacency
Condition, presuppose cyclic application.

It is interesting to note that Freidin (1978) argues that
the empirical effects of the Sﬁrict Cycle Condition follow.
from indepenaently motivated principles, given trace
theory. Cf. & 5.3 for more detail. According to Freidin,
there is then no need for the notion of a cycle. -Pullum
(1979a:131-132) also claims that, given trace theory, the
cycle is redundant in Chomsky's framework.

Chomsky (1973:263) points out that provision (57)/{161}
cannot be assigned to case (56a)/{160al of the 85C - i.e.,
where Z is not controlled at all. If it were added, the
SS8C could no longer block the derivation of (ii) below
from (i), with 2 = ¢t.

(iy/ . . .
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(i) It is pleasant for the rich [ g COMP poor
immigrants to do the hard work] {165a)

(ii) *The hard work is pleasant for the rich for

poor immigrants to do {165b}

It is iﬁteresting to note that Chomsky does not mention the
possibility of regarding it-Replacement as a marked rule,

a possibility that would enable him to “"preserve" the Sub-
jacency Condition even if it-Replacement violated it. Cf.
§ 4.3 below for a discussion of the role which the notion
of markedness play in Chomsky's early works dealing.with
the SSC'and TSC. ‘

An explication of the content of Chomsky's notion ‘com-
plexity' - and the related notion 'simplicity' - will be

undertaken in later sections.
Cf. Chomsky 1973:265 for details of these restrictions.
Cf. Chomsky 1973:265 for details of these observations.

Cf. Chomsky 1973:264, footnote 43 for a brief discussion
of the operation performed by PRO-Replacement.

According to Emonds (1970:29), obligatory nodes must be
present in deep strdcture, and they must be non-empty at
some point in a transformational derivation. Optional

nodes need not be present in deep structure.

Chomsky's explanation goes more or less like this: The
trace Léft by a movement rule is either PRO or *. If the
latter.'the sentence will be blocked as ungrammatical un-
less the position with * is filled by some subsequent rule.
Assume that in simple N-V-N sentences the subject position
is filled by a full NP in the underlying structure. If

this subject/ . . .
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this subject NP is moved, a trace * remains in the subject
position. WNP-Preposing must then apply, otherwise the sen-
tence will be blocked as ungrammatical. Since NPs have
no obligatory subject position, there is no such need for
NP-Preposing to apply.

Apart from {(Chomsky 1975a), works in which independent jus-
tification is presented for trace theory include Anaphorie
relations in English -(Wasow 1972), Semantie conditions on
surface gtructure (Fiengo 1974), "On trace theory" (Fiengo
1977), “Trace theory and twice-moved NPs" (Lightfoot 1976).
It must be noted that trace theory has also been severely
criticized. Cf. Newmeyer 1980:235 for a brief overview of

works in which trace theory is criticized.

According to Chomsky (1976a:319), the rule of Reciprocal
Interpretation assigns an appropriate sense to sentences

of the form NP ... each other.

Note that the distinction between a single violation and a
double violation of conditions on rules is also used in
other cases by Chomsky. Cf. for example his (1981a:158-159)
discussion of wh-Movement.

This constraint - proposed by Ross (1967) - prohibits the

_movement of material out of coordinate structures.

Cf. § 2.4 above for an explication of the content of this
style, and for some of the questions which arise from

Chomsky's comments on the style.

Cf. § 3.2.4 above for more detail. Note that, as in the
case of many of the other rules discussed by him, Chomsky
{(1973) leaves open the question of whether the rule must
be formulated as a movement transformation or a rule of
semantic interpretation.

7./ . ..
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In (1064) and (105) X" stands for the categories NP, VP, AP,
and t is the trace of the quantifier.

Cf. 5?3.5 below for more detail on the role which the notion
"sentence grammar® plays in the protection of the SSC and

TSC from potential counterevidence.

The Complex NP Constraint, the Coordinate Structure Con-
straint and the Sentential Subject Constraint were all pro-
posed by Ross (1967). The Coordinate Structure Constraint
stipulates that no conjunct in a coordinate structure, or
any element in a conjunct, may be moved from this coordinate
structure. The Complex NP Constraint stipulates that no
elemeﬁt may be extracted from a sentence dominated by a

noun phrase with a lexical head. The Sentential Subject
Constraint prohibits the extraction of any element from

the sentential subject of a sentence.

Chomsky (1967a:322f cléims that this would not be an "un-
tolerable" consequence. Given the option of regarding
rule—épecific conditions as parameters to be fixed for rules
during language-learning, it might still be possible to re-
stricﬁ the formal power of transformations. Sée in this con-
nection the discussion in Chomsky 1967a:315.

It is;hot quite clear whether knowledge.of discourse falls
within the domain of pragmatic competence identified by
Chomsky (1980a:59, 224-225). According to Chomsky, “prag-
matic competence may include what Paul Grice has called a
‘logic of conversation'. We might say that pragmatic com-
petence places language in the institutional setting of its
use, ielating intentions and purposes to the linguistic means
at hand".

Williams (1977:102) defines 'rules of discourse grammar'
as "rules whose relevant terms, such as deletion site and

'

antecedent/
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antecedent, are not in general contained within a single
sentence"”. Such rules "specify the relationship of a sen-
tence to its linguistic context - that is, its relation-
ship to other sentences in a discourse". As regards the
relation between sentence grammar and discourse grammar,
Williams' main claim is that the rules of discourse grammar
follow all rules of sentence grammar, including those that
derive logical form.
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Chapter 4

CONDITIONS WHICH RESTRICT THE APPLICABILITY OF RULES OF SEMANTIC
INTERPRETATION ONLY
]

4.1 General remarks

The proposal that the SSC and TSC restrict the applicability of
interpreti&e rules only (rather than interpretive and transforma-
tional rules), is first made in (Chomsky 1976a). 1In "On wh-
Movement" (henceforth (Chomsky 1977c)) the proposed reinterpre-
tation of the two conditions is actually adopted. This reinter-
pretation of the SSC and TSC is analyzed in § 4.2. 1In §8 4.3 -
4.7 various other aspects of the conditions dealt with in
(Chomsky 1377c)1) are considered.

From (Chomsky 1977c) onwards, Chomsky uses the term ."Propositio-
nal Island Condition"/PIC to refer to the TSC. His example is

followed in the discussion below.

4.2 The reinterpretation of the SSC and TSC as conditions that

restrict interpretive rules only

Chomsky (1976a:314) distinguishes two general approaches to the

problem of overgeneration which results from the radical reduc-

tion in the expressive power of transformations proposed by him.2)

(1) "“There are two general approaches to the problem of over-
generation in such cases as these: we may try to impose
(I) conditions on the application of rules or (II) condi-
tions ;on the output of rules, i.e., on surface structures.
The latter will generally be related to rules of semantic
interpretation that determine LF, under the assumptions of
EST. As we will see, (I) and (II) may fall together."

The two approaches distinguished above can be illustrated with the
aid of the sentences in (2). Both sentences are derived by the

rule "Move NP". In both cases t is the trace of John.

(2)/



Stellenbosch Papers in Linguistics, Vok 24 2985, 01-605 doi: 10.5774/14-0-98

(2) a. John seems [t to like Bill ] ‘ {10a)
b. *John seems [ Bill to like t | {10c}

(2b) is blocked by the SSC. Chomsky (1976a:319) points out that
tﬁis can be interpreted in two ways. Assume that (2b) is de-
rived by NP-Movement from the underlying structure "X seems
[Bill to like John]*, with X some kind of place-holder for NP.
09 one interpretation, the SSC prevents the NP-Movement rule
from preposing John in "X seems [Bill to like John]" to derive
(2b). On this interpretation, the i1l1l1-formed structure (2b) -
which could only result if the SSC were ignored - is not generated
at all. This interpretation represents the first general ap-
proach distinguished in (2), and is the interpretation adopted
in the works discussed in § 3 above.

On the second interpretation, the SSC is regarded as a condition
on surface structure interpretation, but not on the applicability
of transformations. The NP-Movement rule applies freely, giving
both (2a) and (2b). The SSC must then filter out the ill-formed
structure in some way. This can be done if the relation between
an NP and its trace is regarded as a special case of bound anapho-
ra. The SSC will then block the rule of bound anaphora in just

. those cases where movement would lead to an antecedent-anaphor
relation which violates the SSC. The SSC will thus filter out
(2b), but not (2a). This interpretation represehts the second
approach distinguished in (1) above.

The question of the reinterpretation of the SSC and PIC is taken
up again in (Chomsky 1977¢). He (1977c:74) formulates the SSC
and PIC as follows.

(3) "The conditions (4) and (5) (PIC and SSC) refer to struc-
tures of the form (11), where a is a cyclic node:

(RN SN I SR BN IR

As in the case of subjacency, I will take § and NP to be
the cyclic nodes, delaying the discussion of other choices

until/ . . .
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until later. PIC (the 'tensed-S condition' of the referen-
ces cited) asserts that no rule can 'involve' X and Y
where a is a finite clause (tensed-S). SSC asserts that

no rule can 'involve' X and Y where a contains a specified
subject, i.e., a subject not containing Y and not controlled
by X (I modify an earlier formulation here; I assume that

Y contains Y). If a contains a subject, then only the sub-
ject is accessible to rule, if the subject is specified in
the defined sense."

Chomsky (1977c:75) provides the following explication of the

notion 'involve'.

(4) "We now say that a transformational rule Znvolves X and Y
when it moves a phrase from position X to position Y and
a rule of construal involves X and Y when it assigns Y
the feature [ * anaphoric to ijl, where X has the index 1©
(or conversely, in both cases}).

In the casé of transformational rules, the notion 'involve' is
now restricted to movement transformations. 1In the case of in-
terpretive rules, the notion 'involve' is now restricted to rules
of ccnstrual. Suppose that the relation between a moved phrase
and its tréce is regarded as one of bound anaphofa. It then be-
comes possible to provide a principled explanation for the fact
that certain rules are not permissible. If the relation between
a moved phrase and its trace is that of bound anaphora, it fol-
lows that ény movement rule which would lead to a violation of
one of the!conditions on bound anaphora will be excluded. For
instance, any downgrading rule which would lead to a violation
of the reqﬁirement that an antecedent is superior to its anaphor,

will be excluded.B)

'
i

Chomsky (1977c:76) notes that if the relation between a moved
phrase and its trace is regarded‘as that of bound anaphora, it
also becomes possible to unify the two cases of involvement de-
fined in (4) above. The notion 'involved in' as defined for

rules of construal can be extended to movement rules by permitting
the latter:to apply freely, and applying the conditions to the
moved phrase (the antecedent) and its trace (the anaphor)}. The

SSC and/ . . .
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Séc and PIC are then, in effect, interpreted as applying to
transformational rules as filters. The result of applying a
transformational rule may or may not yield an appropriate case
of bound anaphora.

Né clear choice between the two possible interpretations of the
SSC and PIC is made in (Chomgky 1976a). Chomsky (1376a:320)
states that "in principle, the two interpretations of SSC have
distinct empirical consequences, but the issue is complex and
it is not easy to sort out consequences®. Chomsky (1976a:fn.
32) briefly refers to a case discussed by Fiengo and Lasnik
(1973) , which suggests that the SSC must also constrain trans-
férmational rules. He does not, however, discuss the matter.
Note that although in the remarks quoted above Chomsky only
mentions the possible reinterpretation of the SSC, he clearly
has in mind the reinterpretation of the PIC/TSC as well. Thus,
in his (1976a:317) reference to the possible reinterpretation,
he includes the latter condition.

Chomsky (1977c) unambiguously opts for the interpretation of

the SSC and PIC as applying to rules of construal only, that is,
as conditions on well-formed surface structures. As in (Chomsky
1976a), no evidence is presented that the empirical consequences
ofzthis interpretation of the conditions are better than the con-
seéuences of the alternative interpretation. The question then
arises why, in the apparent absence of any clear empirical evi-
dence supporting the reinterpretation, Chomsky would want to re-
inﬁerpret the SSC and PIC as conditions on surface structure.
Chomsky offers two considerations which, in his view, provide
some support for this reinterpretation. Firstly, such a re-
interpretation allows a partial unification of conditions on
transformational rules and conditions on rules of construal.
Secondly, this reinterpretation makes it possible to uphold a
stronger condition of autonomy of syntax than would otherwise

be the case.- Both these considerations are conceptual, in terms

of the empirical-conceptual distinction adopted in § 2.3.4,1.

By/ . .
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By reinterpreting the SSC and PIC as conditions on surface struc

ture, Chomsky in effect manages to partially collapse conditions
on trahsformational rules and rules of semantic interpretation.4
Sentences such as (5) are then ruled out at the same level of
representation, and for the same reason.

{5) a. *Bill seems [John to like t] (t = trace of Bill)
b. *Bill expected [Mary to like himself]
c. *Bill expected [Mary to find his way homé]s’

In several of his recent works, Chomsky stressed the importance
of unifiedness as a desirable metascientific property or linguis
tic theory. Consider, fbr instance, {(Chomsky 1978a:16, 24;
1978b:15; 1980b:1; 1981a:338-339; 1981b:48, 50, 60). It is
not ea%y to determine exactly what Chomsky understands under
unifiedness as a metascientific property 6f linguistic theories.
Howeve}, consideratibn of the change_under discussion, as well a
some changes that will be analyzed below, indicates that a
charackerization of this metascientific notion must at least

cover ‘the following case. A theory Tx is more unified than a

theory' T if a principle that must be ;lipulated in T can in
Tx+1 be derived from (an) independently required principle(s).
This formulation presupposes that the notion of 'deductive depth
- that is, the distance between theory and primary data - is an
essential component of Chomsky's notion of theoretical unified-
ness. The remarks by Chomsky (1978a:16; 1981b:48, 50), in whic
he exélicitly links unifiedness of a theory with its degree of

deductive depth, provide some support for this. analysis.

Consider now the reinterpretation of the SSC and PIC. Let Ty be
the version of UG which incorporates the SSC and PIC as condi-
tions ‘that restrict both syntactic transformations and rules of

semantic interpretation, and Tx+1 the version which incorporates
the reinterpreted conditions. 1In Ty it must be stipulated - in
the definition of 'involve' - that the SSC and PIC constrain

transformational rules, in addition to rules of semantic inter-

" pretation/ . . .
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i

pretaﬁion. InT no stipulation regarding the effect of the

SSC and PIC on t;;;sformational rules is required. Instead,
givenjtrace theory, the effect of the conditions on transforma-
tional rules follows from independently required constraints on
anaphora. In terms of the norm formﬁlated above, Tx+1 is then
more gnified than Tx; The crucial difference between Ty and

Tyen x+1’
Ty there is an answer to the question of why the SSC and PIC

can also be formulated as follows: In T but not in
affect both transformational rules and rules of semantic inter-
pretation. Note that the change under discussion also involves
the elimination of a clause in the definition of 'involve'. 1In
Ty this definition must have two clauses: one defining 'involve'
in th? case of transformational rules, and one defining 'involve'

1n_thé case of rules of construal. In T only the latter clause

x+1
is reéuired.' The link between Chomsky's metascientific notion
'unifiedness', the notion 'deductive depth', and this type of sim-

plification is considered in more detail in § 7.2.2.2 below.

Let ué now briefly consider why thevconsidération of greater
theoretical unifiedness must be regarded as being conceptual,

in terms of the empirical-conceptual distinction adopted in

§ 2.;.4.1 above. From his (1981a:14-15, 338-339) discussion of
unifigdness as a metascientific property of linguistic theories,
it is clear that for Chomsky the desirability of theoretical’
unifiedness follows from a tentative assumption made by him about
the nature of the world at which linguistic theory is directed.
Specifically, he tentatively adopts the assumption that neural
structure in the domain of the language faculty constitutes a
simple and unified system. An implicit assumption with which
Chomsky operates is' that unifiedness as a metascientific proper-
ty of a linguistic theory directly reflects unifiedness in the
linguistic reality. To the extent that a specific theory of

the language faculty fails to exhibit unifiedness, such a theory
is in‘tension with the relevant assumption about the nature of
thw world that must be described by the theory. Any change in
the linguistic theory which would increase its unifiedness would

reduce this tension.

This/ . . .
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This brieftexposition of the notion 'theoretical unifiedness'
employed by Chomsky lends plausibility to the claim that the
consideration of increased unifiedness of linguistic theories is
indeed conceptual. In § 6.3 below additional textual evidence
from Chomsky's recent works which supports this view will be
presented. . Admittedly, the discussion above gives rise to many
questions regarding Chomsky's views on the desirability of uni-
fiedness as a metatheoretical property of linguistic theories.

A more detéiled, and critical, discussion of Chomsky's views on

this issuefmust be postponed until chapter 7.

While the consideration of increased theoretical unifiedness is
conceptual;in nature, the specific unification under discussion
also has an empirical aspect. According to Chomsky (1976a:345),
the fact that some conditions on transformations - specifically
the SSC and PIC - can be assimilated to conditions on rules of
semantic interpretation, provides some indirect support for the
Extended Sﬁanddrd Theory/EST, in general, and trace theory, in
particularl Chomsky (1976a:336) proposes the following general
structure for the EST.

(6) B T ' ' ST - 1 -
— base structures — surface structures — LF {80}
"(LF, other cognitive representations) ,

' SI - 2

: A
— semantic representation )

Chomsky (1976a:345) notes that, given that surface structure de-
termines LF, one would expect principles of semantic interpreta-
tion (at léast those of SI -~ 1) to be related closely to condi-
tions on s&rface structure. The fact that this expectation is
fulfilled in the case of the SSC and PIC thus provides some in-
direct supbort for the EST, in general, and trace theory, in
pa;ticular;

Let us now' consider the second consideration used by Chomsky to

justify/ . . .
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justiﬁy the reinterpretation of the SSC and PIC, namely that such
a reinterpretation makes it possible to uphold a stronger ver-
sion of the thesis of the autonomy of syntax. Under the reinter-
pretation the semantic conditions that enter into the SSC - i.e.,
the notion of ‘control’' in the definition of ‘specified subject' -
no loﬁger affects the applicability of transformational rules.
Insteéd, they affect the applicability of certain rules of seman-
tic interpretation only. Chomsky (1975b:92) defines the absolute

autonomy thesis as follows:

(7) "the absolute autonomy thesis implies that the formal condi-
tions on 'possible grammars' and a formal property of
‘optimality' are so narrow and restrictive that a formal
grammar can in principle be selected (and its structure
generated) on the basis of a preliminary analysis of data
in terms of formal primitives excluding the core notions
of semantics, and that the systematic connections between
formal grammar and semantics are determined on the basis
of this independently selected system and the analysis of
data in terms of the full range of semantic primitives."

In fact, Chomsky (1975b) argues for a weaker version of the auto-
nomy thesis, the so-called parameterized autonomy thesis. That is,
even,_ though the theory of linguistic form may have significant
interﬁal structure, it will be constructed with semantic para-
meters. The actual choice of formal grammar will then be de-
termined by fixing these parameters. As Chomsky (1975b:92) puts
it, "the significant question with regard to the autonomy thesis

may not be a question of 'yes' or 'no', but rather of ‘more' or

'less', or more correctly, 'where' and ‘how much'".

The parameterized autonomy thesis is in principle compatible
with semantic considerations - control properties in the case of
the S8SC - affecting the applicability of syntactic rules. Also,
the autonomy thesis (absolute or parameterized) is a hypothesis
about: specific grammars, and not about universal grammar (UG).
Chomsky (1975b:96) explicitly states that where a property of
univeisal grammar is involved, "the matter is irrelevant to the

absolute autonomy thesis". This obviously also holds for the

parameterized/
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parameterized autonomy thesis. 1In his discussion of the seman?
tic component of the SSC, Lightfoot (1976:570) also makes these
points - that is, that the semantic content of the SSC is in

any event compatible with the parameterized autonomy thesis,

and that the autonomy thesis bears on specific grammars, rather
than UG. Nevertheless, Lightfoot (1%76:570) says that “we

could construct a plausibility argument for some version of the
autonomy thesis, if we could show that syntactic rules are sub-
ject only tb the syntactic aspect of the SSC and that only seman-
tic rules are subject to the notion of control". Chomsky achieves
the same reéult as Lightfoot - viz. the possibility of a stronger
version of the autonomy thesis, which presumably rules out seman-
tic conditions on syntactic rules - by changing his theory so

that only égmantic rules are constrained by the SSC.

Like the first consideration discussed above, this second con-
sideration in terms of which Chomsky (1977c) justifies the re-
interpretation of the SSC and PIC is conceptual in nature. It
bears on the relation between a specific theory - UG - and a
general assumption of Chomsky's linguistics - the autonomy thesis.
By changing’ UG so that the semantic condition in the SSC no
longer rest&icts the application ofvsyntactic transformatioﬁs,

the joint piausibility of this UG and the autonomy thesis is
increased.

Note that the consideration of a stronger version of the autonomy
thesis appiies only to the SSC. The PIC, as formulated above,
has no semantic content. Nevertheless, Chomsky's -proposal is
that the PIC must also be restricted to semantic rules. Pre-
sumably Chomsky's extension of the proposed reinterpretation to
the PIC is based on two considerations. On the one hand, this
increases fhe unity of the theory. On the other hand, the con-
sideration concerning.the desirability of collapsing conditions
on syntactic transformations and rules of semantic interpreta-
tion holds for both the SSC and the PIC.

In his/ . . .
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In his recent works Chomsky uses the term "syntax”" in a wide
sense, to refer to the computational component of the language
facuity. In this use, syntax includes not-only the traditional
syntactic rules - base rules and transformational rules - but
alsojthe rules that map S-structures onto phonological represen-
tations and logical forms. Since the rule of control also be-
long; to syntax under this sense, it might be argued that the
consideration of strengthening the autonomy thesis of syntax

is quite irrelevant to the proposed reinterﬁretation of the SSC
.and PIC. However, one must distinguish between two autonomy
theses.') The first thesis - which I will call the thesis of
external autonomy - asserts the existence of syntax, in the
general sense, as an autonomous subsystem of mind. The second
thesis - the thesis of internal autonomy -~ asserts the autonomy
of tﬁe various subsystems of syntax (in the general sense) with
respect to one another. This second autonomy thesis is the
claséical autonomy thesis discussed in, for example, (Chomsky
1975b). It is obviously the thesis of internal autonomy that
bears on the proposed reformulation of the SSC and PIC. 1In
particular, the issue involved is the autonomy of the subcom-
ponent deriving S-structure with respect to the subcomponent that
maps S-structures onto 1ogica1 forms.

The main points made above are summarized in (10).

{10) "a. Given that the relation between a moved phrase and
its trace is regarded as that of bound anaphora, it
becomes possible to reinterpret the SSC and PIC as
conditions that restrict rules of semantic interpreta-

tion only, specifically, rules of construal.

b. The first consideration used by Chomsky to justify

the choice of T the version of UG incorporating

x+1
the reinterpreted conditions - over the earlier ver-
sion T  is that the reinterpretation of the conditions

leads to a unification in the theory. Specifically,

the reinterpretation/ . .
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;ﬁe reinterpretation allows a partial unification of syn-
tactic movement transformations and rules of construal.
K .
c. The consideration of increased theoretical unified-
ness of linguistic theory'is conceptual, in that it
bears on thé relation between a specific linguistic
theory and a general assumption made by Chomsky about
the nature of the world that must be described by
this theory.

d. The second consideration used by Chomsky to justify
the choice of T
; x+1
tion of the conditions makes it possible to adopt a

over Tx is that the reinterpreta-
stronger version of the thesis of autonomy of syntax.

e. fhe consideration of strengthening thg thesis of
4éutonomy of syntax is conceptual in nature, in that
it bears on the relation between a specific linguistic
theory and a general assumption made by Chomsky about
the autonomy of the various subcomponents of the lan-

guage faculty with respect to one another.

f. While Chomsky (1977c) does not provide empirical jus-
tification for the proposed reinterpretation of the
$sC and PIC, the fact that this reinterpretation is
ﬁossible provides some indirect evidence for the EST,

in general, and trace theory, in particular.

4.3 The SSC and PIC as part of core grammar

Two important points briefly mentioned in (Chohsky 1973) are

taken up aéain in (Chomsky 1977c), where they are worked out in
more detail. The first is that of the relative interpretation
of conditiéns on rules. The second is the presence of language

8)

specific parameters in general conditions on rules.

‘ Under/ . . .
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Undqr the relative interpretation of conditions, a condition does
not{impose an absolute restriction on rules of a certain type.
Rather, rules are taken to obey the condition unless otherwise
specified. Such a specification would lead to the rules being
marked, in contrast to the unmarked rules that obey the condi-
tion. Thus, as Chomsky (1977c:76) puts it, ". . . the conditions
become an integral part of an evaluation measure, rather than

imposing absolute restrictions".

Chomsky (1977c:77) illustrates these general points about the
relative interpretation'of conditions on rules with reference

to a French rule that must handle "the peripheral Tous-Movement
phehomena" of Kayne (1975:63-64). Kayne argues for a general
rule L-Tous that moves quantifiers to the left. Generally, this
rule observes the SSC and PIC (and Subjacency). However, there
are;cases which apparently involve a violation of the PIC.

(11) a. il faut toutes [gu'elles s'en aillent] {14a}
b. il faut tous [gu‘'on se tire€] {14b}
In 111), the quantifier tous is in each case construed with a

proﬁoun that is within a tensed S. For reasons noted by Kayne,
the:L—Tous rule cannot be modified so as to derive (11). Chomsky
proposes that the sentences of (11) are derived by a second rule
witﬁ the structural description (12).

(12) (vbl, V*, Q, que, a, PRO, vbl)} {15}

In (12) Q is construed with PRO. V* represents a certain class
of verbs, including falloir, vouloir, Q is a quantifier, and a

is either null or a "sufficiently short" NP. 1In (12) the ante-
cedent - Q - is not adjacent to the anaphor - PRO (or trace, if

9) Two terms that are

the rule in guestion is a movement rule).
not:variables intervene between Q and PRO, namely gue and a.
Chomsky (1977c:76) says the following about rules with structural
descriptions such as (12), in which the antecedent and the anaphor

are. not adjacent.

(13)/ . . .
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(13) "Let us say that the antecedent and the anaphor are involved
in the rule if they are adjacent; otherwise not. Specifi-
cation of constant terms intervening between antecedent
and anaphor will then make the conditions inapplicable, at
a cost, in accordance with the logic of markedness."

The derivafion of (11}, accordingly, does not involve a violation
of the PIC. The rule (12) which is responsible for such cases

is a marked rule, its marked status being the result of its com-
plexity, according to Chomsky. This then illustrates how, under
the relative interpretation of conditions on rules, the rules

of a specific language can differ with respect to a general -

i.e., universal - condition on rules.

Chomsky (1977c:75) also rejects the view that conditions on rules
must be in;ariant. Instead, he suggests that thé conditions

may varyé“within fixed limits". As regards the PIC, Chomsky
refers to observations by Kim that the rules of anaphora in
Korean meet a condition similar to the PIC, but with a somewhat

10) In Korean there is no formal dis-

different condition on a.
tinction between tensed and tenseless clauses. There is, however,
a category of embedded clauses that are not islands, as is the
case with the infinitival clauses of English and the Romance
languages.. These "non-islands" in Korean are the complements of

a certain class of "assertive" verbs. Chomsky notes that these
verbs are very close in meaning to the verbs that in English

take infinitival complements. Chomsky then suggests that a
variant of the PIC can be formulated for Korean, with a diffe-
rent condition on a. A more abstract formulation of the PIC can
then be provided, with the English and Korean versions of the
conditions'as special cases. Notice, however, that Chomsky does
not make any specific proposals concerning the value of o in
Korean, or the more abstract formulation of the PIC. 1In fact,

he (1977c:75) says that "in the absence of more extensive work

on rule syétems in other languages, I am reluctant'to suggest
anything fprther". The possibility that a in the PIC/TSC might

have different values for different languages, was, of course,

already/ . . .
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already mentioned by Chomsky (1973:238, fn. 16), when he suggested
that a in the TSC might be a language-specific parameter.

In the case of the S8C, the application of this'condition in a
particular language depends on the characterization of the notion
'sﬁbject' in this language. While languages such as English

and French seem to require a formal definition of 'subject’',

some case languages may require a characterization in terms of
such notions as 'ergative', 'absolutive', or .'non-oblique’.
Foilowing a suggestion by Hale, that there are certain conditions
onfwhat can be taken as subject in the syntactically unmarked
siﬁuation, Chomsky proposes that a language might characterize
the notion 'subject' differently, "but at a cost in the grammar,
in accordance with the logic of markedness".

Chémsky (1977c) also discusses the possibility of parametric
variation in the class of cyclic nodes in the SSC and PIC. Spe-
cifically, Chomsky (1977c:111f.) considers the effect that it
would have on the SSC and PIC (and Subjacency) if S, in addition
to NP and S, were to be regarded as a cyclic node. The PIC

would only require a slight reformulation in order to ensure that
movement from within a tensed S to the COMP position of the im-
mediately dominating 8 is not blocked. As far as the effect

on the SSC is concerned, Chomsky (1977c:111) suggests that it
would be in order to take S as a cyclic node in those languages
in which there are many rules to which only'subjects are ac-
cessible. If S is a cyclic node, then in a structure of the form
C.. x ... Cg -v- ¥ .. oo x .. ]X and Y cannot be related
byla rule, if S contains a subject not containing Y and not con-
trolled by X. That is, under this formulation of the SSC only
subjects are accessible to movement rules ‘involving an element
outside of §. For instance, wh-Movement will be able to move an
NP (= Y) to the COMP position (= X) only if Y is the subject of
S. Chomsky claims that "it is well known that in many languages
only subjects are accessible to many rules". The cyclic

category in the SSC thus constitutes another parameter in

terms of/ . . .
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terms of wbich a universal condition can vary across languages.

Chomsky (1977c:75-6) sums up his position on the status of con-
ditions such as the SSC and PIC by saying that he "would prefer
to think of the conditions cited as instances of condition- )
schemata, éart of the core grammar of English, pending further rele-
vant work on rule systems that may provide evidence bearing on
their viability and the more general formulation of the relevant
schemata“. The core grammar of English, according to Chomsky
(1977¢:72-73), includes two transformational rules ("Move NP",
"Move wh-phrase"), three interpretive rules (the Reciprocal Rule,
the rule of Bound Anaphora, the rule of Disjoint Reference) and
'thrée conditions on rules (the Strict Cycle condition, Qith the
Subjacencthondition as part of the definition of the cycle, the
PIC, and the SSC). Chomsky's (1977¢c) views on thé issue of the
relative interpretation of conditions on rules, and the issue

of language-specific paramaters in conditions, constitute the
essence of the theory of core grammar, which forms such an in-
tegral part of current Chomskyan linguistic theory. (Chomsky
1977c) contains very few explicit remarks on the nature of core
grammar. Consider, however, the following remarks from a
publication that dates from the 'same year, namely (Chomsky and
Lasnik 1977:430). '

(14) "We will assume that UG is not an 'undifferentiated'
system, but rather incorporates something analogous to
a 'theory of markedness'. Specifically, there is a theo-
ry of core grammar with highly restricted options,
limited expressive power, and a few parameters. Systems
that fall within core grammar constitute 'the unmarked
case'; we may think of them as optimal in terms of the
evaluvation metric. An actual language is determined by
fixing the parameters of core grammar and then adding
rules or rule conditions, using much richer resources,

Rules which belong to the core grammar of a language are un-
marked. Rules which belong to the non-core (or periphery) are
marked. The rule of peripheral L-Tous Movement discussed

above/ . . .
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above is an example of such a marked rule. The value of a 1in
the PIC is an example of a parameter that must be fixed for each
language.

i
In works which follow (Chomsky 1977c) and (Chomsky and Lasnik
1977); the notions 'core grammar' and 'markedness' play an in-
creasingly important role in Chomsky's work. 1In some of these
later:works Chomsky also elaborates on the content of these
notioﬁs. A comprehensive account of the role which the related
notioqs 'core grammar' and 'markedness' play in Chomsky's lin-
guistics must be postponed until these works have been analyzed.’”
Howevér, there are two aspects of the notion 'core grammar'
that fequire clarification at this point: (i) core grammar and
Chomsky's handling of the conflict between descriptive adequacy
and e*planatory adequacy, and (ii) core grammar as an idealiza-

tion,}analogous to the idealization of sentence grammar.

The dévelopment of the theory of core grammar should be seen as
an -attempt by Chomsky to overcome a well-known dilemma for lin-

2) namely, that of developing a UG which is sufficient-

guistics,1
ly rich and highly structured to allow the selection of descrip-
tively adeqguate grammars, and which at the same time is suffi-

3)

cientiy open to allow for the variety of languages.1 Given

the notion 'core grammar', a highly restrictive theory of UG

can be proposed. This theory of UG will define only a limited
number of core grammars. The possibility of parametric varia-
tion,?and the possibility of adding marked rules to the core,
enablé such a restrictive UG to account (at least in principle)
for the variety of languages. The SSC and PIC play an important
role in the development of the theory of core grammar, in that
they {and the conditions that will replace them) form an integral

part of the core grammars defined by UG.
The sense in which core grammar.constitutes an idealization is
outlined by, for example, Chomsky (1981a:7-8). Core grammar

departs in two respects from "what a particular person may have

inside/ . . .
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inside his hqad". First, core grammar abstracts away from the
effects of the heterogeneous character of actual experience in
real speech dommunities. Second, core grammar abstracts away
from the "pefiphery of borrowings, historical residues, inven-
tions, and so on" incorporated in each actual language. Con-
-sequently, it is not to be expected that the systems called
"languages" donform precisely, or even closely, to the core

14) In several recent works Chomsky em-

grammars deffned by UG.
phasizes thaf knowledge of grammar constitutes only part of
knowledge of language. Knowledge of language also incorporates
what Chomsky (1981a:55) calls a "conceptual system" - comprising
knowledge of'object reference, relations such as 'agent',
'goal’, 'insfrument' - and pragmatic competence.15) In fact,
Chomsky (1981a:90; 1982a:107-108) suggests that the concept
'language’ may actually bé an uninteresting and useless concept,

and that 'grammar' is the fundamental notion. °

Chomsky's viéws on the nature of the relation between grammar
and language 'set out above differs from his views in, for example,
(Chomsky 1973). In the latter work, knowledge of grammar'is
seen as egquivalent to knowledge of language. One conseguence
of the change in Chomsky's views on the nature of the relation
between gramﬁar and language, is that the domain of facts to

be accounted for by a theory of grammar is now smaller than be-
fore. Given ‘that a UG is a theory of core grammar, many facts
previously considered relevant to the formulation of a UG are
now irrelevaﬁt. How such a restriction in the domain of UG
fits in with Chomsky's views on the aim of linguistic inquiry
will be considered in § 7.2.3.5 below. At this point it is on=-
ly necessary to point out that idealizations, like the ideali-
zation of core grammar, are seen by Chomsky as a tool in making

progress towards depth of understanding.17)

During the brief discussion of the 'Galilean style' in § 2.4
above, it was noted that Chomsky's use of abstractions and

idealizations in defining the scope of a theory is complemented

by a/ . . .
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by a tolerant attitude to apparently negative evidence. This
is ébviously also true for the idealization of core grammar.
The'adoption of the latter idealization leads to a considerable
complication of the relation between a UG and linguistic data,
thus warrag?ing a tolerant attitude to apparently negative

evidence.1 In order to determine whether a specific datum is
relévant to a UG, it must be determined whether the datum bears
on an unmarked aspect of language, or on a marked aspect. If
the former, then the datum falls within the séope of a UG.‘ If
the latter, the datum falls outside the scope of a UG. Only in
the ‘former case can the datum constitute negative evidence for
UG. Specific instances in which Chomsky makes use of the idea-
lization of core grammar to protect his theory from potential

counterevidence will be considered below.19)

The main points of the discussion above can be summarized as

follows.

{15) a. Chomsky’s (1377c}) views on the issues of the relative
interpretation of rules and of language particular
. parameters in conditions on rules constitute the es-

i sence of his theory of core grammar.

b. Given that UG is a theory of core grammar, the deve-
lopmerit of the notion 'core grammar' forms part of the
attempt to reconcile the conflict between descriptive

adequacy and explanatory adequacy.

c. The adoption of the notion 'core grammar' constitutes
another basic idealization in Chomsky's linguistics,
analogous to, for example, the idealization of the
ideal Speaker-hearer, the homogeneous speech communi-
ty, instantaneous language acquisition, sentence

grammar.

d. Like phe other idealizations édopted in Chomsky's
linguistics, the idealization of core grammar is

complemented/ .’
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complemented by a tolerant attitude to potential

negative evidence.

e. The adoption of the notion 'core grammar' has con-
tributed to a change in Chomsky's views on the re-
lation between 'language' and ‘'grammar'. One effect
of this change is that the notion 'language' is no

longer regérded as fundamental, or even useful.

4.4 Chomsky's handling of potential counterexamples to.the
SSC and PIC

4.4.1 General remarks

Several poteﬁtial counterexamples to the SSC and PIC are dis-
cussed in (Cﬁomsky 1977¢). In § 4.4 the nature of each such
counterexample is briefly outlined, and Chomsky's handling of

it analyzed.; One of the problematic cases considered by Chomsky
(1977¢c) is Qﬁantifier Movement /Quantifier Construal. .In order
to accommodate this rule, Chomsky (1977c:78) considérs extending
the notion of 'involvement' "to relate also adjacent constant
terms, one of which is either antecedent or anaphor and the
other a consfant category of the X-bar system". The details

of this case were discussed in § 3.3.4 above, and will not be

repeated here.

4.4.2 The idealization of sentence grammar again

A detailed discussion of the idealization of sentence grammar,
and particularly of its role in Chomsky's handling of potential
counterevidence to the SSC and PIC, is presented in § 3.3.5
above. Chomsky (1977c:81) also makes use of this idealization
to accommodate a potential counterexamplé to the conditions.
The rule in question is VP-deletion. 1In sentences such as the
following VP-deletion applies, in apparent violation of the

SSC and PIC.'

' (16)/ . . .
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(16) that John didn't hit a home run is not surprising,
but that Bill knows that John didn't - is a
real shock. {26c}

Following Sag and Hankamer (1976), Chomsky points out that VP-
deletion "can apply across speakers in discourses". Conseguent-
ly, VP-deletion is not a rule of sentence grammar, and not sub-
ject to the principles of sentence grammar. Given the ideali-
zation of sentence grammar, VP-deletion thus falls'outside the

scope of conditions such as the SSC and PIC.

The role which the idealization of sentence grammar plays in
Chomsk§'s handling of VP-deletion is identical to the role played
"by this idealization in his handling of the rules discussed in

§ 3.3.5 above. - All the general points made in that section

about this idealization carry over without modification to the

present case. In sum, then:

(17) a. Chomsky .(1977c) uses the idealization of sentence
' grammar to explain a potential counterexample to the
ki 8SC and PIC, namely VP-Deletion.

b. His handling of the problem posed by VP-deletion
illustrates his willingness to make his conditions

work in the face of empirical problems.

4.4.3 Restricting the conditions to rules of construal

It has already been pointed out - see § 4.2 above - that in
terms 6f the definition (4) the SSC and PIC constrain a subclass
of interpretive rules only: the rules of construal. This con-
trasts with the position adopted in (Chomsky 1973), where it

was implicitly assumed that all interpretive rules are con-
strained by the conditions. This restriction in the definition
of 'involve' enables Chomsky to deal with what would otherwise
have constituted counterexamples for the SSC and PIC.

For instance/ . . .
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For instance, Chomsky (1973:242) previously claimed that the
interpretive rule associating not . . . many in sentences such
as. (18) below, giving the meaning "few", was subject to the
SsC.

(18) we didn't see pictures of many of the children {210a} of
‘ (Chomsky
1977¢)

The SSC would thus block the association of not and many in (19),
because of the presence of the specified subject John.

(19)  *we dién't see John's pictures of many of the
children (* on the relevant interpretation) {210b} of
' ' (Chomsky
1977¢c)

Chomsky (1977c:116) provides the following example in which the
rule associating not and many violates both the SSC and PIC.

(20) we didn't believe that Bill had seen pictures of many
of the children ) {211}

Chomsky (1977c:116) claims that there is no reason to suppose
that the rule associating not and many is a rule of construal.
Consequently, its application in cases such as (20) does not
present any problem to the SSC and PIC. Chomsky (1977c:116)
suggests that the unacceptability of (19) follows from quite a
different principle: not and many cannot be associated when
many is within a "specific” NP, where the NP [Jokn's pictures of
many of the children] is specific. In (Chomsky 1977c) no in- -

dependent justification is provided for this principle.
Chomsky (1977c:80) briefly mentions other interpretive rules
which violate the SSC and PIC, but which are not rules of con-

strual.” One is a relativization process that does not involve

movement/
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movement, but only interpretation of a base generated pronoun
in the relative clause. <Consider in this connection the fol-

lowing Hebrew sentences.

(21) a. ze ha - i% [¥e (oto) ra'iti etmol] {231}
‘ (this-is the-man [that (him) I-saw yesterday])

b. ra'iti et ha-is [Be natata 1i et ha-sefer
(I saw the-man [that you gave me the-book

[3e  hu katav oto] ] ' {23i1]
[that he wrote <t ] ]

The rule which associates ha-sefer and oto in (21b) apparently
vioiates both the SSC and PIC. However, since the relevant
rulé is in Chomsky's view not a rule of construal it does not
represent a real problem for these conditions. No evidence is
provided for Chomsky's belief that the Hebrew rule is not a rule
of construal.

>
Chomsky points out that in the "rather artificial®” English such
that construction the SSC and PIC are also apparently violated.
Again the relevant rule does not represent a real problem for
the :condition, since it is not in Chomsky's view a rule of con-
strual. The same is true for the rule involved in left-
dislocation in structures such as (22).

(22 as far as John is concerned, I will never believe the
claims that have been made about him ‘ {24}

In (22) John and him are coreferential, apparently in violation
of the SSC and PIC. However, Chomsky (1977c:81) argues that
the relevant rule is not a rule of construal, and thus not sub-
ject to the conditions in question.

The history of the notion ‘'involve' is quite interesting. 1In

the earlier/ . . .
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the earlier Qorks,specifically (Chomsky 1973), the notion was
used without.  an explicit definition. However, implicitly it

was assumed that a large variety of interpretive rules (maybe
even all sncb rules) fall under the concept ‘involve', and are
thus subjectfto the SSC and TSC/PIC. Later it turned out that
several interpretive rules, including some explicitly mentioned
in (Chomsky 1973) as being subject to the conditions, in fact
violate the conditions. All these rules constitute potential
counterexamples to the SSC and TSC/PIC. Chomsky (1977c) pro-
vides an explicit definition of ‘'involve' that covers rules

of construal only. The domain of the SSC and TSC is consequent-
ly restricted to exclude all rules of interpretation that are
not rules of . construal. Many rules previously considered to

be relevant to the conditions now become irrelevant, including

a number of rules which are potential codnterexamples. Ac-
cording to Chomsky (1977c:74), these features of the development
of the notion 'involve' and the delimitation of the domain of
the SSC and TSC/PIC, are the results of a deliberate strategy
followed by him. (The italics are mine.)

(23) "The term 'involved in' was left deliberately vague in
the exploratory studies cited above, as was the category
of rules to which the conditions are relevant. We may
sharpen the formulation somewhat to include the desired
cases %nd exclude unwanted ones."

In § 7.2.3.5 below this strategy of Chomsky with respect to
the notion 'involve' is analyzed within the context of his

views on the aim of linguistic inquiry.
The main conclusions of.this section can be summarized as follows.

(24) a. Chomsky's (1977c) handling of certain rules of seman-
tic interpretation that violate the SSC and PIC again
illustrates his willingness to make the conditions
work, rather than to abandon them in the face of ne-
gative evidence.

)

b./ . . .
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b. The notion 'involve' in the SSC and TSC/PIC was ini-
tially left without any explicit definition, a fact
which adversely affected the testability of the

conditions.

c. The explicit definition of 'involve' adopted by
Chomsky (1977c) narrows the domain of the conditions
to rules of construal, whereas it has been previous-
ly assumed that the conditions apply to all rules of
semantic interpretation.

d. By restricting the domain of the conditions to rules
of construal, Chomsky (1977¢c) can protect the SSC

and PIC from potential counterexamples.

4.4.4 A modification to the PIC

Chomsky (1977¢:75) adopts a certain modification to the PIC
proposed by Vergnaud. In terms of this modification, a stipu-
lation is to be added to the PIC, stating that a is the cyclic
node which immediately dominates the category of Y. This sti-
pulation is needed to overcome a problem posed by sentences such
as (25) below:

(25) the men expected E§ that [S ENP pictures of each
other] would be on salé] _] {8}

The Reciprocal Rule, which associates the men and each other

in (25), violates the PIC as formulated in (3). each other

(= ¥) is in a tensed S. Nevertheless (25) is acceptable. Sup-
pose now that the stipulation mentioned above is incorporated

in the PIC. 1In (25) the cyclic node which immediately dominates
Y is NP. Consequently, the PIC will no longer prohibit the
application of the Reciprocal Rule in (25).

In sum, then:

(26)/ . . .
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(26) a. Chémsky {1977¢c) complicates the PIC by adding a spe-
ciél clause in order to overcome & potential counter-

example to this condition.
\

b. This modification once more demonstrates Chomsky's
willingness to make his conditions work, rather than
to abondon them in the face of potential negative

evidence.
i

4.4.5 The case of wh-Merment

Chomsky's willingness to accommodate potential counterexamples
threatening his conditions is also clearly illustrated by his
(1977¢c) handling of the problem posed by wh-Movement. The pro-
blem is that while the rules and conditions as formulated iﬁ
(Chomsky 1977c) allow wh-Movement within a clause, they do not
allow extraction of a wh-phrase from a clause. That is, they
block COMP-COMP movement. -

(27) a. who did Mary meet t {40}
b. Mary met who

(28) a. who did you tell Mary that she should meet t {41}
b. you told Mary [:s who that she should meet t]

The derivation of (27a) from (27b) does not violate the SSC or
the PIC. Thé wh-phrase is not moved out of a. However, in the
derivation of (28a) from its 1mmediately underlying form (28b)
both the SSC,and the PIC are violated: the SSC because the
embedded § (= a) contains a specified subject she, and the PIC
because the gmbedded S (= a) is tensed. COMP-to-COMP wh-Movement

thus constitutes a potential counterexample to the SSC and PIC.
As far as the SSC is concerned, the predictions made in (Chomsky
1977c) about'wh-Movement differ from the predictions made in

(Chomsky 1973). In (Chomsky 1973) it is stipulated that the

specified/
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specified subject intervenes between X and Y'20) In (28b) Y
(= who) is to the left of the specified subject. The SSC, as
formulated in 1973, would then not block the derivation of (28a).
In (Chomsky 1977c) the SSC simply stipulates that o« (= §, NP) con-
tains a specified subject.21) Consequently, the derivation of
(28b) violates the SSC as formulated in (Chomsky 1977c). As
far as the TSC/PIC is concerned, both the 1973- and 1977-

formulations would have the effect of blocking (28a).22y

Chomsky (1977c:85) points out two differences between clause
internal wh-Movement and the extraction of a wh-phrase from a
claﬁse. Firstly, there are many languages (for example,

Russian, German) which allow movement of a wh-phrase within a
clause, but not extraction of a wh-phrase from a clause. Second-
ly, while clause-internal wh-Movement in English is unconstrained,
the extraction of a wh-phrase from a clause is lexically governed.
Reférring to the "bridge" character of certain matrix verbs

that permit the escape of the mh—phrasé from the embedded §,
Chomsky states that it is unclear just what property of matrix

verbs allows them to function as "bridges".
>

Having formulated wh-Movement as "Move wh-phrase into COMP",23)

Chomsky considers two possible solutions to the problem of ex-
tracting a wh=-phrase from a clause. The first solution involves

a language-specific COMP-COMP Movement rule.

(29)° "move wh-phrase from COMP to a higher COMP over
a bridge" {44}

Chomsky suggests that the structural description of this rule
must. be approximately as in (30).

(30) " (COMP, X, wh-phrase, vbl), where X contains a VP

with certain special properties"” {451
If the structural description of the COMP-COMP Movement rule

were to/
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were toO incorporate a reference to "bridge" properties, as in-
dicated in (30), then the rule would not satisfy the format
proposed for transformational rules by Chomsky (1977c:74-75).
According to ‘the relative interpretation of conditions on rules,
it could then be arqued that the SSC and PIC are inapplicable to .
(29), the cost of this solution being the adoption of a complex
rule. Extraction of a wh-phrase from a clause in a language such
as English would then be the result of the application of this
complex rule. On the relative interpretation of conditions on
rules no violation of the SSC and PIC would be involved.

The éecond pqssible solution to the problem of extracting a wh-
phrase from a clause dispenses with a language-specific COMP-COMP
Movement rule. The "bridge” conditions could be interpreted as
conditions on rules of interpretation. To prevent the SSC and
PIC from bloéking COMP-COMP movément, the language-specific
proviso (31) ‘would have to be incorporated in the SSC and PIC.

(31) “where Y is not in COMP" {46}

Where Y is in COMP, the SSC and PIC would no longer be applicable.
Consequently, the conditions would no longér block the extrac-
tion of a whﬁphrase (= Y) from the COMP-position of an embedded
clause. The adoption of the proviso in (31) in order to ﬁermit
COMP-COMP movement was first proposed in (Chomsky 1973:144).
Chomsky (1977c:85) states that it is unclear which of the two
approaches td the problem of extracting a wh-phrase fromla clause
is preferable. He nevertheless adopts the second approach -

i.e., the agdption of the language-specific proviso (31) to the
SSC and PIC - "without much reason”.

- Chomsky (1977¢c:99) mentions a potential problem raised for his
analysis by COMP-COMP Movement in infinitival relatives such as

(32).

(32)/ . . .
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(32) :a. I found a book for you to insist that Bill

should read t . 3 {106c}
"b. I found a book for you to insist that Bill
tell Mary that Tom should read t : {1064}

Chomsky claims that, although he is not sure about the judgments,
these:sentences seem to him to be less acceptable than the com-
parable examples with wh-Movement in finite clauses. If this
judgmént is correct, then COMP-COMP Movement is less readily
available in the case of infinitival relatives. Chomsky (1977c:
99, fh. 38) briefly mentions a number of solutions to this pro-
blem. He does hot, however, make a choice from among the avail-
able solutions. He clearly does not regard the problem as im-
portant, noting that "all that seems to be involved is a
language-specific proviso and the precise formulation of a gene-
ral principle for a domain of facts that are rather marginal”.

What the two alternative approaches to the extraction of a wh-
phrase from a clause have in common, is their reliance on the
relative interpretation of conditions on rules, and the associ-
ated”"logic of markedness". In the case of both approaches,
COMP-COMP Movement violates the SSC and PIC at a cost. In the
first case the cost is the addition of a complex rule to the
grammar of English. 1In the second case the cost is the addi-
tion of a language-specific proviso to the grammar of English.
In both cases the grammar of English would be more highly
marked than, for example, the grammar of Russian, which does
not allow COMP-COMP Movement of wh-phrases.

Chomsky‘é (1977c) handling of COMP-COMP Movement clearly il-
lustrates how the notion of the relative interpretation of con-
ditions on rules may be used in the handling of potential coun-
terexamples to conditions on rules. Under this interpretation,
Chomsky can retain the SSC and PIC as principles of UG, and at
the same time he can adopt é COMP-COMP Movement rule for English.
The status of COMP-COMP Movement also brings into focus the

question/ . . .
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gquestion of‘the justification of markedness claims. Although
Chomsky (1977¢c) does not ezplieitly claim that COMP-COMP Movement
is a marked process, this idea is clearly implicit in his account
of this process. Koster (1978b:62-63) explicitly claims that such
movement is marked, and he bases his claim on the considerations
used by Chomsky (1977c) to distinguish between clagse-internal wh-=
Movement and extraction of a wh-phrase from a clause. These
are (i) the fact that many languages which permit clause internal
wh—Movement;do not permit extraction of a wh-phrase from a clause
and (ii) thé fact that extraction of a wh-phrase from a clause is
lexically governed. Chomsky (1980b:15) accepts Koster's interpre-
tation of Chomsky's (1977c) account of clause external wh-Movement.

Markedness claims have the status of hypotheses. Unlike linguistic
intuitions they do not represent 'basic sensations' or ‘primary

linguistic data'.zS)

Given their hypothetical status, markedness
claims must therefore be justified. when one considers the justi-
fication provided by Chomsky (and Koster) for their claim about the
markedness qf clause external wh-Movement, it strikes one that this
claim is not only hypothetical, but also highly speculative. One
of the two considerations used to justify the markedness claim is
the absence_of clause external wh-Movement in Russian and German.
No mention is made of descriptively adequate analyses of these lan-
guages which support the claim that they do not have clause exterra
wh-Movement. The guestion of how common or uncommon clause externa
wh-Movement .is in natural languages is not at all answered. 1In
fact, it is not even raised. The same is true for the crucial
‘question of 'the relevance of such cross-linguistic data for the

justification of markedness claims.

Chomsky's (and Koster's) attempted justification of the claim
that wh-Movement is marked raises other questions. 1Is it, for
insﬁance, the case that evidence derived from a vériety of lan-
guages is necessary for the validation of markedness claims?
Has external linguistic evidence - i.e., evidence derived from

sources/ . . .

24)

1
1
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sources such as non-idealized language acquisition, speech pro-

duction and perception, language pathology, linguistic change,

lingquistic variation, pidginization and creolization - a role

to play in the validation of markedness claims?
lation of answers to such guestions will be postponed until

26) The formu-

27)

more' markedness claims made by Chomsky have been analyzed.

The main points of § 4.4.5 can be summarized as follows.

(33):

.

a.

Chomsky's (1977c) reaction to the problem which
clause external wh-Movement poses for the SSC and PIC
again illustrates his willingness to take special
steps in order to make his theory work in the face of

threatening counterevidence.

Chomsky's reaction to the problem posed by clause ex-
ternal wh-Movement illustrates the role which the no-
tion of the relative interpretation of ‘conditions on ‘
rules can play in overcoming potential counterevidence

threatening these conditions.

Chomsky's reaction to the problem posed by clause ex-
ternal wh-Movement also instantiates the extension of
the evidential base of syntactic theory to include

markedness judgments.

Chomsky's claim about the markedness of clause ex-
ternal wh-Movement is not only hypothetical, but also

speculative.

Chomsky's attempted justification of his claim about
the markedness of clause external wh-Movement raises
certain questions, for example, about the role of
cross-linguistic evidence and external linguistic

evidence in the validation of markedness claims.
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4.5 Explaining the island conditions

Chomsky (1977c:89) discusses an implication of his hypothesis

that configurations derived by rules with the properties of

{49} ~ (34) ‘below - always result from the application of wh-

Movement.

(34) ]

a. it leaves a gap

b. wﬁere there is a bridge, there is an appérent viola-
tion of subjacency, PIC, and SSC

C. it observes CNPC

d. it observes wh-island constraints."

If Chomsky's hypothesis is correct, then there is an explanation

available for the island conditions, including the Complex.Noun

Phrase Constraint (CNPC) and the wh-island Constraint. Chomsky

(1977¢:89) explicates this point as follows:

(35)

The di

", . . we have some evidence that the island constraints
of (50 iii, iv) {= the latter should read (49 c, d) -
M.S.} can be explained in terms of general and gquite
reasonable 'computational' properties of formal grammar
(i.e., subjacency, a property of cyclic rules that states,
in effect, that transformational rules have a restricted
domain of potential application; SSC, which -states that
only the most 'prominent' phrase in an embedded structure
is accessible to rules relating it to phrases outside;
PIC, which stipulates that clauses are islands, subject

to the the language specific 'escape hatch' (46)). 1If
this conclusion can be sustained, it will be a significant
result, since such conditions as CNPC and the independent
wh-island constraint seem very curious and difficult to
explain on other grounds.”

scussion in (Chomsky 1978a:16ff) about the relation between

the island conditions and the Subjacency principle sheds some

light
that t

on the content of these claims. Chomsky (1978a:16) argues
he island constraints fail to meet two conditions which

principles of UG must meet in order to gualify as "deep unifying

princi

ples". Firstly, they are not natural as principles of

mental/ . . .
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mental computation. Secondly, they constitute a descriptive
catalogue. They are not "genuinely explanatory” in that they
unify a variety of generalizations and ground them in a system
that has a certain degree of deductive structure. The main
point made by Chomsky (1977c:89) is then that the SSC, the PIC,
and the Subjacency Condition are "natural”. That is, they do
not have the first-mentioned shortcoming of the island

constraints.

It is not easy to determine the exact content of the considera-
tion of naturalness on which Chomsky bases his claim for the
suﬁeriority of the Subjacency Condition, the SSC and the PIC

over the island conditions. His (1978a:17-18) remarks seem to
suggest that this consideration concerns the relationship between
linguistic theory - as a theory of mental representations and
meﬁtal computations - and other theories of mental computations.za)
Thus Chomsky states that the Subjacency Condition is "a natural
principle . . ., that is, it makes sense to suppose that mental
computation is restricted by principles that limit the range

over which such calculation applies". Recall also Chomsky's

(18973} claim that the SSC is a natural principle, in that it
facilitates a certain perceptual strategy.zg) If it is indeed
the case that the consideration of greater naturalness concerns
the relation between linguistic theory and other theories of
mental computation, then this consideration is conceptual in
'nature, in terms of the empirical-conceptual distinction made

in § 2.3.4.1 above. In the termiﬁology of Laudan, a linguistic
theory with principles that are unnatural as principles of men~
tal computation faces an external conceptual problem created

by conflict between the linguistic theory and other theories of
mental computation - the conflict in this case apparently taking
the form of joint implausibility. Newton-Smith would say that
such a theory lacks inter-theory support.

This account of Chomsky's notion 'naturalness' raises a crucial
question, namely, what are the other theories of mental compu-

tation in/ . . .
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tation in terms of which the plausibility of the principles of
linguistic theory can be determined? Chomsky {1977c; 1978a)
provides no answer to this question. In the absence of an
answer to this guestion, Chomsky's claim about the naturalness
of the conditions is without any content. The implications of
this will be considered in chapter 7 below.

Chomsky (1977¢:89) also claims that the SSC, the PIC, and the
Subjacency Condition are "general". Chomsky's claim about the
greater geherality of the newer condigions must bé seen against
the background of the discussion in § 3.2.4, where it was ex-
plained thét Chomsky adheres to a principle of methodological
generality. This principle stipulates that hypotheses, and the
theories within which they are integrated, must be of maximal
generality. The guestion of whether the SSC and PIC meet the
second requirement which Chomsky (1978a:16) places'on prihciples
of UG will;be discussed in chapters 6 and 7. Noté, however, that
in ChOmsky}s opinion the Subjacency Condition does meet this
reqniremen#. Consider in this connection the discussion in
(Chomsky 1978a:16ff.), wﬁere it is argued that the Subjacency
Condition qualifies as a "genuine unifying" principle, since

Ross' islahd constraints can be deduced from it.BO)

The main éoints of this discussion can be summarized as follows.
{36) a. Chomsky (1977¢c) claims that the SSC, the PIC, and the
‘Subjacency Condition can replace Ross' island

constraints.

b. Chomsky claims that the newer conditions are natural
;:as principles of mental computation, while the island

.constraints are not natural.

c. The consideration of greater naturalness is a con-
ceptual one. It bears on the relation between a
flinguistic theory and other theories of mental

‘computation.

a./ . .
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Chomsky's claim about the naturalness of the SSC,
the PIC, and the Squacency Condition appears to be
devoid of content.

Chomsky claims that the SSC, the PIC, and the Sub-

jacency Condition are general principles.

Chomsky claims that the Subjacency Condition meets

the second requirement which principles of UG must
meet, that is, it unifies "a variety of generaliza-
tions and ground them in a system that has a certain

degree of deductive structure”.

Footnotes/ . . .
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Footnotes to chapter 4

1.

Note that some aspects of the conditions dealt with in
(Chomsky 1976a) have already been considered in § 3.3

above.

Cf. the discussion of the examples 3 (92) above for an
illustration of this problem.

Cf. Chomsky 1975a:109 for more detailed discussion of these
points. .Note that Koster (1978b:31) regards the possibility
of explaining the non-permissibility of certain rules as

providing very strong support for trace theory.

Note thaé only a partiai collapsing of conditions on trans-
formational rules and rules of semantic interpretation can
be effected. The Subjacency Condition does not restrict
interpretive rules. Cf. Chomsky 1977c:73, 80 for some

discussion.
Cf. Chomsky 1977c:{13} for the examples of (5).

In (6) B stands for "base rules", 7 stands for "transfor-
mational rules", SI stands for "rules of semantic interpre-

tation", and LF stands for "logical form".

Cf. Chomsky 1982a:114-117 for more detail on the two auto-

nomy theses.

Cf. Chomsky 1973:235 for a few remarks on the relative ver-
sus the absolute interpretation of conditions on riles, and
Chomsky 1973:238, foofnote 16 for a brief remark (in connec-
tion with the TSC) about the possibility of parametric

variation.
Chomsky (1977c:76) specifies that two terms in the struc-

tural/ . . .
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11.

12,

13.

14.

15.

16.
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tural description of a transformation are adjacent only
if each is constant, and any term that intervenes between

them is a variable.

.Cf. the formulation (3) above for & in the TSC.

Such an attempt will in fact only be made in chapter 7.

Cf. also the discussion in § 3.2.3 above - and the refe-,
rences cited there - on the conflict between descriptive

and explanatory adequacy.

Cf. Chomsky 1981a:3, 7f for a recent discussion of the nature

of core grammar, and of its role in overcoming the conflict

‘under discussion.

Cf. also Chomsky 1981b:38-9 for discussion of the point

‘that core grammars do not generate what are called “lan-

guages" in normal colloguial use.

Cf. for example, also Chomsky 1980a:90 for some discussion

of the various components of knowledge of language.

'Cf.‘for example, Chomsky 1982a:107-8 for a discussion of the
‘idea that 'language' may be a useless concept. Chomsky
‘also argues - cf. for example, Chomsky 1980a:86, 1982a:

107-8 - that 'language' is more abstract than 'grammar'
Chomsky (1982a:107) elaborates as follows on this last

point:

". . . it seems obvious, when you think about it,

that the notion language is a much more abstract no-
tion than the notion of grammar. The reason is that
grammars have to have a real existence, that is, there
is something in your brain that corresponds to the
grammar. That's got to be true. But there is nothing
in the real world corresponding to language. 1In fact
it could very well turn out that there is no intel-
ligible notion of language. Even if there is, the

notion/ . . .
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23.

24.
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notion will raise new problems and more difficult ones
because it is at a higher level of abstraction from
actual mechanisms.”

Cf. in this connection the brief outline of the Galilean
style of inquiry in § 2.4, where the use of idealizations
is linked to the pursuit of depth of understanding.

This is one of the main points of Koster's (1978b:566-7)
comparison of the introduction of the idealization of sen-
tence grammar and ‘the introduction of the idealization of

core grammar.
Cf. in?particular §§ 4.4.5 and 6.5 below.
Ccf. th% formulation in 2 (1) above.

Cf. the formulation in (3) above.

The formulation presented in (Chomsky 1976a) is similar

to that of (Chomsky 1977c) in the relevant respect. See
in this connection the discussion in § 3.3.3 above. Cf.
also Chomsky 1977c:fn. 17 for an explication of the diffe-
rent implications of the 1973 and 1977 formulations of the
SSC for COMP-COMP Movement.

Cf. Chomsky 1977c:85 {43} for this formulation.

Note that in terms of the formulations of the SSC and PIC
adoptea in (Chomsky 1980b), COMP-COMP Movement is not
blocked. Accordingly, Chomsky (1980b:15) appealé to the
subjacency Condition to express the marked character of

such movement.
The prbducts of linguistic performance, i.e., utterances
and the intuitive judgments of speaker-hearers about the

linguistic properties of these utterances, constitute the

primary/ . . .
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primary linguistic data about a language. Cf. for example
Chomsky 1965:25ff for this notion. For additional discus-
sion and illustration, cf., for example, Botha 1981:34, 59.

26. Evidence derived from the sources listed here are external
in the following sense: 1In terms of the abstractions and,
idealizations that Chomsky has adopted in defining the aims
of linguistic theory, it represents data about phenomena
which fall outside the specific part of linguistic reality
ﬁhiéh Chomskyan lihguisté initially have to account for. Cf.
for example Botha 1981:302ff. for some discussion of the
issue.

27. Cf. §§ 7.2.3.6 and 7.3 below for a critical appraisal of

Chomsky's use of markedness claims.

28. That linguistic theory, under a mentalistic interpretation,
is viewed by Chomsky as a theory of both mental represen=~
tations and mental computations, is quite clear from his
(1980a:196) remarks about the mental representations and

.Mental computations involved in the derivation of sentences

such as the following.
What somatas are violins easy to play on? (s}
29. Cf. the discussion in § 3.2.6 for detail.
30. Cf., for example, Cﬁomsky 1981b:50; 1982a:75 for comments
by Chomsky which indicate that, in his view, the Subjacen-

cy condition meets the second requirement.

Chapter 5/ .
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Chapter 5

THE OB BINDING THEORY

(
5.1 General remarks

In the secdnd phase of their development the SSC and PIC were
interpreted as filters, or wellformedness conditions, on the
output of ﬁransformational rules. They were, however, still
interpreted as conditions on rules. In particular, they re-
stricted the application of rules of construal. In "On binding"
- written in 1978 and first published in 1980 -~ Chomsky refor-
mulates the SSC and PIC so that they no longer restrict the ap-
plication of any rule. Instead, they form part of a binding
theory whiéh sets limits on the domain within which an anaphor
may or musg find an antecedent. The binding theory presented
in "On binding" - henceforth (Chomsky 1980b) - is known as the
OB theory.: The details of the adoption of the OB theory forms
the subject matter of chapter 5.

5.2 The SSC and PIC reformulated as the Opaciﬁy Condition and
the Nominative Island Condition

i

The b;ndiné theory adopted in (Chomsky 1980b) comprises the

Opacity Condition (1), and the Nominative Island Condition (2).1)

The Opacity Condition replaces the SSC, and the Nominative Is-
land Condition (henceforth NIC) feplaces the PIC.

(1) Opacity Condition o {271

If & is in the domain of the subject of 8,

8 minimal, then a cannot be free in B.
{2) WNominative Island Condition {103}
A nominative anaphor cannot be free in S.

In (W)/ . . .
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In (1) a is an anaphor. 1In English at least PRO, reflexives,
reciprocals and pronouns in idioms such as John lost his way

are anaphors.z) Lexical NPs are not anaphors. Chomsky (1980b:
15);sugge5ts that languages may vary as to what elements count
as- anaphors for the binding conditions (1) and (2). He proposes
thaﬁ [:a g:] (i.e., PRO and trace) fall under the binding con-
ditions universally, while "more 'lexicalized' items"” do so less
f:e;ly. In this connection Chomsky mentions the equivalents of
“reflexive“ in Japanese and Korean, which apparently do not fall
undér the binding conditions, and in fact may be governed by
conditions that fall outside sentence grammar. The fact that
the notion 'anaphor' in the binding conditions (1) and (2)
mayfvary from language to language again illustrates the pos-
sibility of parametric variation in conditions belonging to

core grammar.

o is in the domain of B8 if B c-commands a. B c-commands a if
B does not contain a (and therefore B # a) and o is dominated

by the first branching category dominating B.

a s bound in B if there is a category c-commanding it and co-
indexed with it in B. Otherwise, a is free in R. Nparb (i.e.,
PRO with arbitrary reference) is thus always free. The Opacity
Condition and the NIC are called "binding” conditions because
they stipulate the domain in which an anaphor must find an ante-
cedent, i.e., the domain in which it must be bound. In the ter-
minology of (Chomsky 1980b:11), the domains of subject and Tense
are "opaque" in the sense that anaphors that appear in these
domains must be bound in the § or NP that immediately dominates

subject or Tense.

Chomsky (1980b:10) assumes that the basic expansions of S and S
are:(3), so that Tense c-commands both the subject and the pre-
dicate of S. He also assumes that NP is the subject of § in (3)
and of NP' in (4).

3/ . ..
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(3) [ gcoMp [ o NP Tense VP] ] (17a)
(4) [Cypr NP N ’ {17b)

Nominative Case is assigned to the subject of a tensed clause,
under the théory of Case Assignment proposed by (Chomsky
1980b:25). '

The Opacity Condition and the NIC can be illustrated with the

following examples 3)

(5) a. *The men; expected [ig the soldier to shoot

each other_ | !
b. *The candidates expected [:g that each other,
would win| ! ‘
c. The candidates, expected [:§1 each other

to win]

In (5a) a (=" each other) is in the domain of the subject of
B (= §,
according to the Opacity Condition. It is, however, free’

) namely the soldier. each other thus cannot be free in

S.,
il 51,_being coindexed with an .MP (= the men) in the matrix S.
Consequently, (5a) is ill-formed. 1In (5b) a (= each other)is

a nominative anaphor, since it aﬁpears in the subject position

of a tensed clause. According to the NIC, each other thus can-
not be free in 51. It is, however, free in §1, being coindexed
with an NP (= the c¢andidates) in the matrix S. Consequently,

{(5b) is ill-formed. 1In (5c) @ (= each other) is neither in the.
domain of the subject of 51, nor a nominative anaphor. Conse-
quently, each other can be free in the embedded S1, and coindexed

with an NP (= the candidates) in the matrix 5.

The qualification in the Opacity Condition, that B is minimal,
4)

is required for cases such as (6), with PRO ;-

(6) a.. [ it is unclear [ 4 what PRO to do] ]
2 1 '
. _ . - _
b. [:82 their uncertainty as to Cs, what PRO to doj |

In/ . . .
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In B1 PRO can be free, since it is not in the domain of the sub-
ject, nor a nominative anaphor. The minimality qualification
prevents (1) from taking B to be B,. Consequently, PRO can be
indexed arb in (6a) and (6b), even though it is in the domain

of the subject of B2 (it in (6a) and their in (6b)).

Chomsky (1980b) in fact considers various reformulations of the
binding conditions which he rejects in favour of (1) and (2).
Forgease of later reference two other formulations considered
by kChomsky 1980b) are presented in (7) and (8).

(7} If a is an anaphor in the domain of the tense or
the subject of B, B minimal, then a cannot be free

in B, B = NP or S. {19}

(8) A nominative anaphor in S cannot be free in §
containing S. {26}

The' condition (7) represents the first reformulation of the SSC

and PIC considered in (Chomsky 1980b). (7) incorporates both
tHe SSC and the PIC. (8) is the first formulation of the NIC
presented in (Chomsky 1980b). (8) differs from (2) in that the

former, but not the latter, contains a reference to S.

5.3 The justification for the reformulation of the SSC and PIC
as the Opacity Condition and Nominative Island Condition

Chomsky (1980b:12) discusses three differences between the binding
conaitions and earlier formulations of the SSC and PIC. 1In this
diséuésion Chomsky explicitly refers to the reformulation (7) of
the SSC and PIC. However, the differences distinguished by
Chomsky exist between earlier formulations of the SSC and PIC and
any of the reformulations in (Chomsky 1980b). Consequently, any-
advantage which follows from these differences is, at the same
time, an advantage of the Opacity Condition (1) and the NIC,
relative to earlier formulations of the SSC and PIC.

The first/
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The first difference mentioned by Chomsky is that the binding
conditions are no longer conditions on some collection of rules
in the grammar, as was the case with previous formulations of

the SSC and PIC. Instead, the reformulated versions of the SSC
and PIC adopted in (Chomsky 1980b) are conditions on some level
of representation. Specifically, Chomsky assumes that the binding
conditions are conditions on logical form (henceforth LF), or on
some late stage of interpretation within the rules giving LF.
Chomsky does not mention an advantage that follows directly from
this difference. One obvious advantage is that it is no longer
necessary to stipulate what subclass of syntactic and/or semantic
rules are subject to these conditions. That is, it is no longer

necessary to define a notion 'X and Y involved in a rule’'.

The second difference mentioned by Chomsky is that the binding
conditioné-are conditions on anaphors, while earlier formulations
of the SSC and PIC placed constraints on variables relating two
positions involved in some rule. The significance of fhis dif-
ference, according to Chomsky (1980b:12), is that "it allows us
to incorporate without specific mention the case of Arbitrary
(uncontrolled) Reference . . .". Arbitrary Reference has essen-
tially the same properties as bound anaphora. Consider for
example the sentences in (9).

{9) a. it is unclear [:é who t to visit PRO] {22p}
b. it is unclear [:5 who PRO visited t]
c. it is unclear [:g who PRO to visit t] . {22a}
In each case t is the trace of who. (9%a), (9b) and (9c) cor-
respond to (5a), (5b), (5c¢), respectively. In the ungrammatical

(9a) PRO is in the domain of the subject ¢. In the ungrammatical
(9b) PRO is a nominative anaphor. 1In the grammatical (9c) PRO

is neithe; in the domain of a subject (8 minimal), nor nominative.
The binding conditions thus make exactly the right predictions
about Arbitrary Reference.

Given/
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Given the Opacity Condition, PRO cannot be free, and thus arbi-
trary in reference, in {(9a). Given the NIC, PRO cannot be free,
and thus arbitrary in reference, in (9b). Neither condition pre-
vents PRO from being free, and thus arbitrary in reference, in
(9¢). Since there is no question of two positions being involved
in these cases, earlier formulations of the SSC and PIC could

not cover Arbitrary Reference. This particular advantage of the
reformulated versions of the conditions - Tx+1 - over the earlier
versions - T, - is clearly empirical in nature. While Tx failed

makes

to mﬁke any predictions about Arbitrary Reference, Tx+1

the correct predictions.s)

The ﬁhird difference mentioned by Chomsky is the absence of the
notion 'specified subject' from the reformulated versions of
the SSC, i.e., the Opacity Condition (1) and the second part of
(7).: The absence of the notion 'specified subject' means that
the feformulated versions of the SSC can overcome an empirical
probiem faced by earlier formulations, a problem pointed out by

Lasnik. Consider the sentence in (10).

(10; which men did Tom think that Bill believed t saw
each other {23}

t is the trace of which men. The SSC would prevent the Reci-
procal Rule from associating which men and each other, since the
specified subjects Tom and Btll intervene. Given the reformula-
tion of the SSC as a binding condition, each other can be co-
indexed with the trace f, so that it is not free in any opaque
context. (Chomsky (1980b:13) notes that it was in any event
improper to relate the quantifier phrase which men to the reci-
procal each other, since the latter requires a "referring ex-
pression" as its antecedent.) This advantage of the reformulated
version of the conditions is. also empirical in nature: '
Tx+1.- which incorporates the reformulated versions of the con-
ditions ~ makes the correct prediction about (10), while Tx -
which incorporates the SSC and PIC as conditions on rules -
fails to make the correct prediction about (10).

Chomsky/ . . .
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Chomsky (1980b:14) mentions a further advantage of the binding
conditions over earlier versions of the SSC and PIC. Given the
binding conaitions, the COMP position of a tensed clause need

no longer be stipulated as an "escape hatch" for movement. 1In
the case of earlier formulations of the SSC and PIC the escape
hatch statu; of COMP had to be stipulated - see for example, the
discussions in §% 3.2.7.1 and 4.4.5. To see how the status of
COMP as an "escape hatch" follows from the binding conditions,

consider the structure (11).

(11) who do they think [z Coomp t ) [Bill will see

te 1] {311}
t% is not free in §, since it is coindexed with t'. t! is free
in S, since it is not c-commanded by t%. However, since t! is
not nominative or in the domain of a subject, it can be free in
. Thus, the binding conditions do not block (11). Under the
binding conditions an element can thus escape from an opaque
domain via COMP.
It was explained in § 4.2 above that a theory Tx+1 has greater
deductive depth than another version Tx if a principle which
must be stipulated in T, follows from independently motivated

principles ‘in T Let Tx+1 be the binding conditions, and Ty

x+1°
the earlier formulations of the SSC and TSC. While the escape
hatch status of COMP must be stipualted for Tx' it follows with-

out stipulation from T‘ . T thus has .a greater degree of

+1 x+1

deductive depth than T, To put it in another way: Tysq Can

explain the escape hatch status of COMP, while T, fails to do so.

There is a second respect in which the OB binding conditions have
greater deductive depth than the earlier formulations of the

SSC and PIC. Chomsky (1980b:12) briefly refers to (Freidin 1978),
where it is argued that the principle of strict cyclic applica-
tion of rules follows deductively from the binding conditions and
"reasonable" conditions on argument position in LF. Thus,

as Chomsky (1080b:12) explains, there is no need to stipulate

the principle/ . .
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the principle of strict cyclic application of rules.

It was argued in § 4.2 above that the deductive depth of a

theory is linked to the unifiedness of the theory, where theo-
retical unifiedness is a conceptual property of theories. A
comérehensive account of the role and status of the considera-
tioﬁ of greater deductive depth will only be attempted in § 7.2
'beldw. Note, however, that Chomsky (1981a) provides confirmation
thaé deductive depth must be regarded as a conceptual factor

in theory appraisal. "In his discussion of problems in the OB-
theory, Chomsky (1981a:157ff.) calls problems raised by lack

of deductive depth of the type discussed above "conceptual".

LetAus now consider why Chomsky adopts a binding theory consis-
ting of the Opacity Condition and the NIC, rather than condi-
tion (7), which incorporates both the SSC and PIC. The .reasons
for this choice are discussed by Chomsky (1980b:13-14). The
first consideration that motivates the choice of the Opacity
Condition and the NIC concerné a redundancy exhibited by (?7), and
in fact by all earlier formulations of the SSC and TSC/PIC.

‘ consider the sentence in (12).
(12) they told me [:5 what I gave each other] {24}

The %entence in (12) is blocked by both the SSC and PIC - in
their earlier formulations as conditions on rules, as well as
by the reformulation (7). 1In the terminology of the latter,
the anaphor each other is in the domain of Tense and in the do-
mainiofAthe subject I. The redundancy illustrated in connec-
tion with (12) can be eliminated if the PIC is restricted to
the subject of a tensed clause, as is the case with the NIC.
The NIC does not rule out sentences such as (12}, because the
‘anaphor each other is not in subject position. However, (12)
is ruled out by the Opacity Condition, because cach other is
in the domain of the subject.

Chomsky/ . . .
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Chomsky regards the fact that the redundancy under discussion is
avoided by the binding theory consisting of the Opacity Condition
and the NIC as an advantage of this theory. He. (1980b:13)
characterizes the avoidance of the redundancy as an advantage
“at the metatheoretic level"”, where such an advantage contrasts
with an empirical advantage. In terms of the empirical-
conceptual ‘distinction of § 2.3.4.1, the elimination of a re-
dundancy is a conceptual consideration. The fact that Chomsky
characterizes the elimination of redundancy as a metatheoretic
advantage, provides support for the view that Chomsky adopts

an empiricgl—conceptual distinction similar to the one adopted
in § 2.3.4.1. As will be shown in § 6.3 below, Chomsky (1981a)
even calls ‘considerations such as the elimination of redundancy
"conceptuai". "Metatheoretic" can then be regarded as a syhonym

for "conceptual®.

The exact nature of the consideration under discussion will

be considered in § 7.2 below. Briefly, Chomsky seems to link
the desirability of eliminating redundancy in linguistic theory
with a lack of redundancies in the langquage faculty. Consider
in this connection Chomsky's (1981a:14-15) reference to -the
possibility of redundancies in the language faculty. The
avoidance of redundancy in linguistic theory is thus an external
conceptual consideration. The existence of a redundancy in a
linguistiéAtheory creates a tension between this theory and a
general assumption made by Chomsky about the language faculty

to be described by linguistic theory.e) Note that Chomsky's
(1981a:14-15; 338-339) remarks also indicate that his assump-
tion about ,the absence of redundancies in the language faculty
forms part of a more general assumption, namely that the language

faculty is simple.

The second consideration which motivates the choice of the
Opacity Condition and the NIC over the combined condition (7)
concerns a difference "at the empirical level", in Chomsky's
(1980b:13) own words. Consider the sentence in (13).

(13)/
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(13) they expected [:é that pictures of each other (each
other's pictures) would be on sale] {281}

The:NIC makes the correct prediction about (13). The reciprocal
phrase each other in (13) is not nominative, and thus not sub-
jecé to the NIC. The PIC, in its pre-1980 formulations and in
the;reformulated version (7), makes the wrong. prediction about
(13). It was in order to overcome this problem that Chomsky
(19?70:75) adop?ed the assumption that the PIC is constrained

by Subjacency.7 The NIC makes the correct prediction without
recourse to the subjacency stipulation. Chomsky (1980b:14)
claims that "now we have a much simpler explanation" for the

grammaticality of (13).

Let_Tx be the version of UG which incorporates either the

formulation (7) or any previous formulation of the PIC. Let
L be the version of UG which incorporates the NIC. Both
Tx and Tx¥1
difference is that Tx can do so only if an extra stipulation,

can make the correct prediction about (13). The

to the effect that the PIC/NIC is constrained by subjacency, is
addéd‘to Tyr while Toin
As Chomsky himself points out, T

requires no such additional stipulation.

+1 is to be preferred because

it is simpler than Tx' Ultimately, then, the consideration on

which the choice of Tx+1
this instance the greater simplicity of Tx+1 is not the result

is based is conceptual in nature. 1In

of the elimination of a redundancy, but of the elimination of a
special stipulation. It will be arqued in § 7.2 below that.the
desirability of avoiding such special stipulations is also linked
to a general assumption made by Chomsky about the simplicity of
the,lahguage faculty.

A last point to be discussed in this section concerns the choice
of the formulation (2) of the NIC over the formulation (8).
Chomsky (1980b:fn. 19) explains that the reference to S in (8)

is required to deal with the trace in COMP of a wh-moved subject,
under the assumption that this trace is also nominative. Consi-
der the structure in (14).

(14)y/ . . .
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! _ _ =
(14) who did they think [ 5 [ooup t J L g t° would win] |

' and t2 are nominative, (8) allows this

Assuming that both ¢t
structure. t%2 is bound in S, while t1, though. free in §, is not
free in S contained in §. 1In a discussion of Case theory,
Chomsky (1980b:36) makes the assumption that the trace in COMP
of a wh-moved subject is not nominative. It then becomes pos-
sible to eliminate the reference to S in the NIC, and to adopt

the formulation (2).

Chomsky (1580b:13) claims that the reference to S in the formu-
lation (8)iof the NIC constitutes a disadvantage at the meta-
theoretic level. Neither condition (7), nor earlier formulations
of the PIC, contained a reference to S. Chomsky (1980b:13)

says that Fhe reference to S in (8) represents "an undesirable
complicatién“, and he (1980b:36) also refers to it as an "in-
elegance of formulation". The advantage of the formulation (2)
of the NIC is then that it avoids this "undesirable cohplica—
tion" and "inelegance of formulation". In terms of the present
framework this consideration which justifies the choice of the

formulation (2) is conceptual in nature.

The main péints of the discussion above can be summarized as

follows. Let Tx+1 be any version of the binding conditions pre-
sented in {Chomsky 1980b), and T, any earlier version of the SSC
and PIC formulated as conditions on rules. The choice of Tx+1
over Tx is justified in terms of the following considerations:

(15) a. Tx+1'

trary Reference. Tx+1 thus has greater empirical suc-

but not Tx’ can explain the properties of Arbi-
cess than T_.
X

b. Tx+1, but not Tx' can make the correct predictions

about sentences like (10). Tx+1 thus has greater em-
pirical success than T, .

c. The/ . . .
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c. The escape hatch status of COMP follows deductively

from T but must be stipulated in a version of UG

x+1'
which contains Tx. Tx+1 thus has greater deductive
depth than Tx, where deductive depth is a conceptual

factor in theory appraisal.

d. The strict cyclic application of rules follows de-

ductively from T but must be stipulated in a

x+1'
version of UG which contains T,- 'I‘x+1 thus has
greater deductive depth than Tx.
Let T be the version of the binding conditions consisting

x+1
of the Opacity Condition (1) and the NIC (2). Let T, be any

earlier version of the SSC and PIC, or the version of the OB
binding theory consisting of the Opacity Condition (7). The

choice of T, over T is justified in terms of the following

+1
considerations.

'

(16) a. ’I‘)”1 avoids a redundancy exhibited by Te- Teui thus

has a conceptual advantage over T, -

- b. Tx*1 can provide a simpler explanation than Tx for

the grammaticality of sentences such as (13), in that

Tx+1 does not requiré a stipulation to the effect that

the NIC is constrained by Subjacency. Tx+1 thus has

a conceptual advantage over Ty

Let T;*1 be the version (2) of the NIC, and Tx the version (8)

of the NIC. The choice of Tx+1

of the following consideration.

over Tx is justified in terms

(17) T)H1 is simpler and more elegant than Tx' in that Tx+1

avoids a special reference to S. T+ thus has a concep-

tual advantage over Tx'

5.4/ . . .
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5.4 The role of the conditions in an optimal theory of construal

In the works discussed in chapters 3 - 4 much atténtion is given
to the effect of the SSC and TSC/PIC on the form of transforma-
tional rulés. It is argued by Chomsky in these works that the
incorporation of these conditions in UG permits a significant
simplifica;ion of transformational rules. This simplification,
in turn, leads to a desirable reduction in the expressive power
of transformations. Right from the beginning, the SSC and PIC
were interpreted as also restricting rules of semantic inter-
pretation,!specifically the rules of construal.B) In (Chomsky
1976a) and‘(Chomsky 1977c) it is suggested that the SSC and

PIC also permit a simplification of the rules of construal. Re-
ferring to these rules, Chomsky (1976a:319) claims that ". . .
the SSC functions so as to permit a very simple formulation of
rules". In (Chomsky 1877c:76) he proposes that the structural
descriptions of rules of construal must conform to the same
narrow format stipulated for transformational rules. The ef-
fect of the SSC/Opacity Condition and PIC/NIC on the formulation
of rules of construal is considered in more detail by Chomsky

(1980b:6~10) .

Chomsky first examines the case of control, and he (1980b:8)
explores the possibility of using "the simplest possible rule",
namely Coindex. This rule must be interpreted as meaning that
an arbitrafy PRO in an embedded structure is coindexed with some
NP in a higher clause or is assigned the index arb if there is
no lexical NP in a higher clause. ‘'Chomsky argqgues that this
approach will work for both the familiar cases of control, i.e.,
for indirect questions such as those in (18), and for sentences

such as those in (19).

(18) a. ... [, who [[g NP visited t] ]
(Tt is unelear who Bill visited) - (13a)

b./ . ..
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b. ... [awho gt visited NP] ]
(It Zs unclear who visited Bill) {13b}

- n 2
c. ... [ 4 who [ g NP, to visit NP, ] ]
(It is unclear who to visit) {13c}

(19) a. John promised (persuaded) Bill [, that NP,
would (should) visit NP, ] {14a}

b. John promised (persuaded) Bill [ _ to visit

NF] ' {14b}
c. John tried [, to visit NP] {14c)
d. it is time T | to visit NP] {144)

Chomsky assumes that (19b)-(19d4) have .the embedded structure (20).

(200 [gcoMp [ o NP, to visit NP, ] ] {15}

1
In, {18a)} and (18b) NP # PRO, that is, control is impossible . 1In
(18c) NP2 # PRO. 1In (19a) neither NP1 nor NP2 can be PRO. 1In

(19b)~-(194) NP 1 in (18¢c) and (19b) -

(19d) can be PRO. That is, only the subject of an infinite

2 cannot be PRO. However, NP

verb is open to control. This property of control follows auto-
matically from the SSC/Opacity Condition and PIC/NIC.Q) Control

can thus be assigned by the simple rule Coindezx.

Chomsky (1980b:9) claims that the SSC/Opacity Condition and PIC/
NIC also make it possible to adopt the simplest possible formu-
lation of the rule that assigns an antecedent to each other.

(21) Each other is a reciprocal phrase. {16}

Chomsky claims that the grammar of English can be reduced to
{21) "for the core cases of reciprocals"”. Conventions belonging

to UG/
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to UG will ensure that the coindexing of euch other and some NP
effected by (21) is correct. 1In particular, the SSC/Opacity
Condition éné PIC/NIC will ensure that only each other in the
subject position of embedded infinitives can be coindexed with
an NP in a higher clause. Note that Chomsky does not explain
on what grouﬁds the "core cases" of reciprocals can be distin-

guished from' the non-core cases.

It is further claimed by Chomsky (1980b:9) that other cases of
bound anaphora, including reflexives, can be dealt with in the
same way as the control and reciprocal cases. Recall that
traces are also regarded as bound anaphors. In addition,
Chomsky claims that "essentially the same analysis carries over
to disjoint reference". (However, in order to incorporate dis-
joint referehce in his general approach, Chomsky must adopt a
fairly complex indexing theory. See the discussion in § 5.5
below.) He (1980b:9-10) comments as follows on ‘the advantages

of the approach outlined above.

(22) "In this way, we considerably reduce the complexity of
the reguired rules, approaching the potential limits.
And we also have a highly unified theory, with a few
abstract principles governing a wide' range of phenomena."

Two points mﬁst be noted here. Firstly, the simplification of
the rules oficonstrual effected by the SSC/Opacity..Condition and
PIC/NIC derives its significance from the fact that it can lead
to a reduction in the formal power of such rules. This link
between a simplification of rules of construal and a reduction
in the formal power of such rules is emphasized in Chomsky's
(1980b:1—2)lintroductory comments. The role which the conside-
ration of festricted formal power of rules of construal plays

in the justification of the SSC/Opacity Condition and PIC/NIC

is identicai’to the role which the consideration of restricted
formal ‘power of transformational rules plays in the justification
of these congitions. The only difference is that -while trans-
formations were right from the beginning the focus of attempts

to restrict/ . . .
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to restrict the formal power of linguistic theory, rules of
éemancic interpretation d4id not always feature so prominently
in these attempts. However, Chomsky has always emphasized that
there are various other points at which linguistic theory can
be restricted, including interpretive rules. Thus, Chomsky
(1977b:18) states that within the EST the class of accessible
grammars can be constrained "by conditions on the base, the
transformational component, the system of interpretive rules,
the shallow structures that are produced by transformational
derivations, and the system LF". The reason why the emphasis
initially was on reducing the formal power of transformational
rules, rather than interpretive rules, is that for a long time
Chomskyan linguists were mainly working on transformational
rules.

The role of the consideration of restricted formal power in
justifying general-linguistic hypotheses is analyzed in detail in
§ 3.2,5 above. The main conclusions of the latter section -
particularly 3.(42b-d) - carry over without modification to the
role which the consideration of restricted formal power of rules
of, construal plays in justifying the SSC/Opacity Condition and
PIC/NIC.

The second point to be noted about Chomsky's remarks quoted in
(22) above 1is that, in his view, the theory of which the Ssc/
Opacity Condition and PIC/NIC form part has the property of be-
ing “highly unified". The SSC/Opacity Condition and PIC/NIC
qualify as "abstract principles covering a wide range of pheno-
mena". In essence, Chomsky is claiming that the relevant con-
ditions are very general. It was explained in § 4.2.4 above
that both the quantity of data explained by a theory (i.e.,
evidential comprehensiveness) and the variety of data explained:
by a theory (i.e., evidential independence) determine its gene-
rality. It seems then that the SSC/Opacity Condition and PIC/
NIC partly meet at least one of the conditions which Chomsky
(1978a:16) imposes on the explanatory princilples of linguistic

theory/ . . .
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theory: Sﬁch principles must "unify a variety of generaliza-
tions and éround them in a system that has a certain degree of
deductive structure". Chomsky's (1980b:10) remarks indicate
that in his view the conditions meet the first part of this
condition.. As regards the second part of Chomsky's condition

- namely, that the principles must ground the generalizations
"in a system that has a certain degree of deductive structure" -
his reference to the abstractness of the conditions suggests
that in his opinion they also meet this second requirement.
Recall also that the OB binding conditions have greater deduc-
tive depth than earlier formulations of the SSC and PIC, in

that the escape hatch status of COMP and the principle of

strict cyclic application of rules can be deduced from the OB
binding conditions. In § 6.3.3 below the question of the extent
to which the OB binding conditions do qualify as a system with
“a certain5degree of deductive structure" will be considered

in greater detail.

The main cbnclusions of this section can be summarized as follows.
(23) a. Thé SSC/Opacity Condition-and PIC/NIC are partly
justified because they make it possible to restrict
"the formal power of rules of construal significantly.

b. The SSC/Opacity Condition and PIC/NIC are partly
justified because they unify a wide range of
phendmena.

+

5.5 The binding conditions and Disjoint Reference

Chomsky (1977c:72) formulates the rule of‘Disjoint Reference as

follows:

(24) Assign to a pronoun the feature [ - anaphoric to {]
in a structure containing NPi.

The rule/ . . .
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The %ule of Disjoint Reference is a rule of construal. Given
the formulations of the SSC and PIC as conditions on variables
relating two positions in a rule (see for example, 4.(3) above)
the SSC and PIC will also apply to the rule of Disjoint Refe-
rencé. Chomsky (1977c:79) provides the following examples to
illuétrate that the PIC and SSC do indeed restrict this rule.

(25)  a. PIC (i) they want [them to win]| (they # them)
‘ (ii) they prefer [that they win]

b. SSC - (i) they seem to me [t to like them| (they # them)
(ii) I seem to them [t to like them)
(iii) what books do they expect [to read t
to them] (they # them)
(iv) what books do they expect [t to be read
to them]
(v} what books do they expect [Bill to read
t to them]
In (Chomsky 1980b) the SSC and PIC are reformulated as binding
conditions on anaphors. Pronouns are nonanaphors, according
to Chomsky (1980b:39). The question then arises how the
rule:of Disjoint Reference can be inborporated under the binding
conditions. Given Chomsky's (1980b:9) claim that the SSC and
PIC make it possible to adopt maximally simple formulations of
the rules of construal, including Disjoint Reference, it is
important for him to be able to incorporaie Disjoint Reference
under the binding conditions. Also, earlier versions of the
conditions could accommodate Disjoint Reference. 1If the binding con-
ditions could not be applied to Disjoint Reference, then the re-
interpretation of the SSC and PIC as conditions on representa-
tions would lead to a loss of empirical success. Chomsky's
solution to this problem is an indexing theory that incorporates
anaphoric indices for nonanaphors. The essentials of this theo-
ry are set out below, specifically insofar as they relate to

Disjoint Reference.

The indices/ .
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The indices of NPs are nonnegative integers. The index 7 is
reserved for arbitrary reference. Some NPs receive indices via
the movement rules, and others via the rules of construal. The
latter indexing applies from "top to-bottom" in the structure.

An NP is assigned an index only when all NPs that c-command or
dominate it have been indexed. The only NPs not assigned indices
by the movement rules or rules of construal are the nonanaphors:
lexical NPs and pronouns (apart from the bound idioms, as im

John lost his way).

The rule of Disjoint Reference assigns indices to the non-
anaphors. Each nonanaphor is assigned a complex index {r, 4),
where r is the referential index and A4 the anaphoric index.

The complex index is assigned as follows:-

(1) Indexing proceeds from top to bottom, until a nonanaphor
a is reached.

(ii) If a has already been assigned an index ¢ by a movement
rule, then 7 is its referential index. If it has no

index, it is assigned a new referential index i 2 2.

(iii) The referential indices of all NPs that c-command o
are assigned to o as its anaphoric index. If there is
no c4commanding NP, then the anaphoric index of a is
empty.

The anaphoricvindex a -eoa, of o means that o« is disjoint in

, e
reference fgom‘each'Né with referential index a. The binding
conditions are taken as deleting certain indieces from the ana-
phoric index of a pronoun, thus in effect blocking disjoint
reference in some cases and permitting reference to be free.

The binding‘conditions hold for pronouns, but not for lexical

. NPs.

In order to unify anaphors and pronouns for the purposes of the

binding/ . . .
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binding conditions the notion 'designated index of o' is in-
troduced. 1In the case of an anaphor its referential index is
its designated index. In the case of a pronoun its anaphoric
index is its designated index. The notion "free" defined by

Choﬁsky (1980b:10) is now generalized as follows.

(26) "Suppose that o has the designated index j and 7 is an
©  integer such that 7 = j or 7 € j. Then a is free (7Z) in
B if there is no vy in B8 with the index i that c-commands
Q. " {111}

Thezindex 1 is necessarily referential. The case 7 - j is the
case of an anaphor, and the case 7 € j is the case of a pronoun.
- The binding conditions are then reformulated as rules that modi-
fy the designated index.
(27i Suppose that o has the designated index j and is free (7)
: in 8 (B = NP or §)
where (a) o is nominative
or (b) 'a is in the domain of the subject of

B8, B minimal.
Then j ~ 0 if j is an integer, and j + (j - (7))

if j is a set. {112}

Case (a) of (27) is the NIC, and (b) the Opacity Condition. NPO
is not permitted in LF, where o is the.referential index. NPo
is an inadmissable free variable, an anaphor that is not proper-
ly bound. The effect of (27) on the rule of Disjoint Reference
is illustrated by the structure in (28).

(28) John, told Bill y (5, [ g PRO; to visit him] {113}

The full anaphoric index of John is omitted in (28). John and
Bill have been indexed by the assignment rule for nonanaphors;
PRO by the rule of Control. %im, as a nonanaphor, is assigned
the. index (4, {2, 3)). him is free (2) in § but not free (3) in
g, énd is in the domain of the subject of §. him thus undergoes

rule (27)/ . .
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rule (27), yhich removes 2 from its anaphoric index, leaving
him with the index (4, 3). him in (28) is thus understood as
disjoint in reference from PRO and Bill, but not necessarily

disjoint in reference from John.

The main points of the discussion above can be summarized as

follows. ;

(29) a. Iﬁ order to maintain his claim that the binding con-
ditions make possible optimally simple formulations
of the..rules of construal, Chomsky (1980b) must show
that Disjoint Reference - which involve nonanaphors
(pronouns) - can be incorporated under the binding

conditions - which apply to anaphors.

b. Chomsky (1980b) is able to incorporate Disjoint Refe-
rence under the binding conditions by adopting a
féirly complex indexing theory, which includes

anaphoric indices.

5.6 A potential empirical problem for the Opacity Condition

solved by structure-building rules

Chomsky (1980b:16) argues that the notion 'subject' which figures
in the Opacfty Condition is a syntactic, and not a semantic,
notion. In sentences such as (30), the phrases the books and
John are not subjects of given and appear "in any semantically
significant ‘sense of the notion 'subject'". Nevertheless, they
invoke Opacity, bloéking the Reciprocal Rule and the rul